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ABSTRACT
We develop a quasiparticle approach to capture the dynamics of open quantum systems coupled to bosonic thermal baths of arbitrary com-
plexity based on the Hierarchical Equations of Motion (HEOM). This is done by generalizing the HEOM dynamics and mapping it into that
of the system in interaction with a few bosonic fictitious quasiparticles that we call bexcitons. Bexcitons arise from a decomposition of the bath
correlation function into discrete features. Specifically, bexciton creation and annihilation couple the auxiliary density matrices in the HEOM.
The approach provides a systematic strategy to construct exact quantum master equations that include the system–bath coupling to all orders
even for non-Markovian environments. Specifically, by introducing different metrics and representations for the bexcitons it is possible to
straightforwardly generate different variants of the HEOM, demonstrating that all these variants share a common underlying quasiparticle
picture. Bexcitonic properties, while unphysical, offer a coarse-grained view of the correlated system–bath dynamics and its numerical con-
vergence. For instance, we use it to analyze the instability of the HEOM when the bath is composed of underdamped oscillators and show that
it leads to the creation of highly excited bexcitons. The bexcitonic picture can also be used to develop more efficient approaches to propagate
the HEOM. As an example, we use the particle-like nature of the bexcitons to introduce mode-combination of bexcitons in both number and
coordinate representation that uses the multi-configuration time-dependent Hartree to efficiently propagate the HEOM dynamics.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0198567

I. INTRODUCTION

A central challenge in the physical sciences is to accurately cap-
ture the quantum dynamics of atoms, molecules, and other quantum
systems when they interact with quantum thermal environments.1–7

This is needed, for example, to develop better organic solar
cells,8 to understand vital processes such as photosynthesis,9 and
to advance quantum technologies for computing, sensing, and
communication.10,11 Several strategies have been developed to follow
this open quantum system dynamics through quantum master equa-
tions (QMEs) that implicitly capture the influence of the quantum
bath on the system. In particular, important progress has been made
for bosonic environments.5,12–19 These environments are ubiquitous
because any quantum environment can be mapped into a collec-
tion of bosons provided the system–bath interaction can be captured
to second order in perturbation theory,20–22 and this situation is

common in the condensed phase13,23 where system–bath inter-
actions are diluted over a macroscopic number of degrees of
freedom.

One of the most powerful numerical methods to simulate
the open quantum dynamics is the numerically exact Hierarchi-
cal Equations of Motion (HEOM).5,12,24–27 The original HEOM was
developed as a simulation method for open quantum system cou-
pled with a Drude–Lorentz bath,12 which yields a bath correlation
function that decays exponentially in time. Since then, it has been
extended to many other types of baths, including Brownian and dis-
crete vibrational baths,28 which yield bath correlation functions that
are oscillatory. The HEOM is analogous in form to the stochas-
tic Liouville equation but with additional dissipation terms that
are needed to correctly capture the energy flow between system
and environment.29 The HEOM exactly captures the dynamics of
systems interacting with thermal harmonic environments, admits
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FIG. 1. Open quantum dynamics can be exactly mapped to that of the quan-
tum system interacting with a few bexcitons, fictitious quasiparticles arising from
distinct features of the bath correlation function.

arbitrary time dependence in the system, and can be extended to
fermionic environments.30 Since the approach avoids invoking per-
turbation theory in the system–bath interaction, it goes beyond all
methods based on perturbative expansions, such as the Lindblad and
Redfield equations.31–33

Several variants of the HEOM have been proposed, such as
the extended HEOM,34–36 generalized HEOM,27,37 and the hierar-
chical Schrödinger equations of motion.38,39 These HEOM variants
result from adopting different decompositions of the bath corre-
lation function that lead to distinct, but closely related, quantum
master equations of varying computational complexity.

In this paper, we develop a quasiparticle approach to capture
the dynamics of open quantum systems based on the HEOM. This is
done by generalizing the HEOM dynamics and mapping it into that
of the system in interaction with a few collective bath excitations or
bexcitons (see Fig. 1). The bexcitons are fictitious quasiparticles that
arise from a decomposition of the bath correlation function into dis-
tinct features and are created and destroyed as the system decoheres.
Specifically, bexciton creation and annihilation couple the auxiliary
density matrices in the HEOM. While in quantum master equa-
tions, the environment’s dynamics is not followed explicitly in this
bexcitonic picture it is captured in a coarse-grained way offering
additional tools to understand the system–bath entanglement and
numerical convergence of the method.

The bexcitons admit representation in an arbitrary basis and
offer flexibility in their metric; thus, the bexcitonic equations repre-
sent a whole class of HEOM-like equations of motion. In fact, using
this approach, we show how to straightforwardly recover different
variants of the HEOM by choosing different metrics and basis repre-
sentations for the bexcitons and develop new ones. Because all these
HEOM variants are seen to be specific realizations of the same bex-
citonic equations of motion, when converged, they yield the same
dynamics. However, the convergence property and numerical sta-
bility may vary because of the different errors introduced in the
truncation of bexcitonic space in different realizations.

The bexcitonic approach offers advantages both in the inter-
pretation of the open quantum dynamics and in the development
of efficient numerical propagation schemes. As an example of the
former, we discuss the instability of the HEOM by illustrating the
bexcitonic properties when the bath is composed of underdamped
oscillators and show that it leads to the creation of highly excited

bexcitons. As an example of the latter, we show how the bexcitonic
picture can be used to develop more efficient approaches to propa-
gate the HEOM. Specifically, we exploit the particle-like nature of the
bexcitons to introduce a mode-combination of bexcitons that uses
the multi-configuration time-dependent Hartree (MCTDH) method
to efficiently propagate the HEOM dynamics.

The structure of this paper is as follows. In Sec. II, we derive
the bexcitonic quantum master equation and discuss the emerging
bexcitonic picture and its relation with existing methods. In Sec. III,
we exemplify the bexcitonic dynamics in position and number rep-
resentation and discuss the influence of the metric on numerical
convergence. In Sec. IV, we use the bexcitonic picture to investi-
gate the numerical instability of the HEOM and to develop more
efficient propagation schemes. We summarize our main findings
in Sec. V.

II. THEORY
As customary, we decompose the Hamiltonian of a quantum

system in interaction with an environment H = HS(t) +HSB +HB,
into the system HS(t), the bath HB, and their interaction HSB.
The system can be subject to arbitrary time-dependence, such as
that introduced by light–matter interactions. For bosonic baths,
HB = ∑ j ω ja†

ja j , where ωj is the frequency of the jth mode and
a†

j is its raising operator and aj is its lowering operator ([a j , a†
i ]

= δi j). For simplicity, we focus on HSB = QS ⊗ XB with only
one coupling term, but the final results are readily extendable
to many coupling terms. Here, QS is a system’s operator and
XB = ∑ j (g ja†

j + g⋆j a j) is a collective bath coordinate with g j cou-
pling strength to the jth mode. Throughout, we use atomic units
where h = 1.

We begin from the exact dynamical map V(t) of the system’s
reduced density matrix ρS(t) = V(t)ρS(0) at time t from initial
state ρS(0).

26 For convenience, we use the notations A>B = AB
and A<B = BA† for the ordering of matrix multiplications and
A× = A> − A< and A○ = A> + A< for the symmetric and anti-
symmetric super-operators generated from A. Dynamical maps
require the overall density matrix ρ(t) to be initially in a separable
state ρ(0) = ρS(0)⊗ ρeq

B . We take ρeq
B = e−βHB/Z to be the thermal

density matrix of the bath, where β = 1/kBT, in which T is the tem-
perature, and Z = TrBe−βHB is the bath partition function, in which
TrB denotes a trace over bath degrees of freedom. While the dynam-
ics of ρ(t) is unitary, the dynamics of ρS(t) = TrBρ(t) is non-unitary
and satisfies26

ρ̃S(t) = T F̃(t, 0)ρS(0), (1)

where T is the time-ordering operator,

F̃(t, 0) = e−∫
t

0 dsQ̃×S (s)∫ s
0 du(C(s−u)Q̃ S(u))× , (2)

and C(t) = TrX̃B(t)X̃B(0)ρeq
B is the bath correlation function (BCF).

In writing Eq. (1), we have adopted the interaction picture of H0(t)
= HS(t) +HB, where Õ(t) = T ei∫ t

0 H0(t′)dt′O(t)T e−i∫ t
0 H0(t′)dt′ .

Equation (2) provides a formal solution to the open quantum
dynamics at all temperatures and to all orders in the system–bath
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interaction. As seen, C(t) contains all the information needed to
capture the influence of the bath on ρS(t).

A. Identifying dynamical features of the bath
correlation function

To make this formal solution computationally tractable, we
decompose C(t) and its conjugate C⋆(t) as

C(t) =
K

∑
k=1

ckψk(t) and C⋆(t) =
K

∑
k=1

c̄kψk(t), (3)

where {ψk(t)} is a complex basis and ck and c̄k are time-independent
complex expansion coefficients. Each component of the basis defines
a feature of the bath and is required to satisfy

d
dt
ψk(t) =

K

∑
j=1

γkjψj(t) and ψk(0) = 1. (4)

The first condition guarantees that {ψk(t)} spans a function space
that contains both C(t) and its time-derivative, as needed for
dynamics. The second one reflects that physical systems have non-
zero quantum fluctuations. The dimension K of this basis defines the
number of bath features. As discussed below, this decomposition is
general but not unique.

The decomposition of C(t) into features is a necessary step
in all variants of HEOM as it is needed to make the open quan-
tum dynamics practical. Where strategies differ is in the specifics
of the decomposition, as that leads to different master equa-
tions with different computational complexities and numerical
properties.24,26,27,34,35

Any basis satisfying Eq. (4) can be used to decompose the BCF
into features. We now show a systematic, albeit not unique, way to
do this that demonstrate Eq. (3) is general, and that yields features
satisfying γkk′ = 0 for k ≠ k′. The structure of the bath is captured by
its spectral density J(ω) = ∑ j ∣g j ∣

2δ(ω − ω j) (ω > 0), a quantity that
summarizes the frequencies of the environment and its interaction
strength to the system. The BCF is related to J(ω) through4,40

C(t) = ∫
+∞

−∞
J (ω) fBE(βω)e−iωtdω, (5)

where J (ω) = ∑ j ∣g j ∣
2
[δ(ω − ω j) − δ(ω + ω j)] is an odd extension

of J(ω) and fBE(βω) = (1 − e−βω)−1 is the Bose–Einstein distri-
bution. We evaluate Eq. (5) using the residue theorem through
analytical continuation and expanding fBE(βω) through a Padé41 or
Matsubara42 scheme (see also Refs. 35, 43, and 44). In both cases,

C(t) = −2πi∑
i

Res
z=ζi

[J (z)] fBE(βζi)e−iζit

− 2πi∑
j

Res
z=ξj

[ fBE(z)]J (ξj/β)e−i(ξj/β)t , (6)

where {ζ i} are the first-order poles of J (ω) and {ξj} are those of
fBE(βω) (in the lower-half complex plane). These expansions satisfy
Eq. (3) with each term defining a feature. The expansion of fBE(βω)
leads to exponentially decaying ψk(t) (as its Padé and Matsubara
expansions have purely imaginary poles). By contrast, the poles of
the spectral density can lead to other types of bath correlations.

As two important cases, we now isolate this dynamics for the
Drude–Lorentz (DL) and Brownian environments, which are the
basic models for condensed phase environments45,46 through Eq. (3)
and can be used for other types of physical spectral densities.47 For
simplicity in presentation, we focus on the high temperature limit
case where only the poles from J(ω) are considered. However, the
approach is general and the computations presented do not make
this simplification.

The DL spectral density12,48,49

J(ω) =
2λ
π

ωcω
ω2
+ ω2

c
(7)

models Ohmic environments with cutoff frequency ωc and reorga-
nization energy λ. In this case, C(t) = c1e−ωct decays exponentially
on a time scale ω−1

c , in which c1 = λωc(cot (βωc/2) − i) describes the
coupling strength between the system and the bath. Contrasting with
Eq. (3), we see that there is only one feature needed to describe this
dynamics as γ1 = −ωc and it is inherently dissipative. Features that
arise from low-temperature corrections to fBE(βω) are also of this
kind.

The Brownian spectral density

J(ω) =
4λ
π

ηω2
0ω

(ω2
− ω2

0)
2
+ 4η2ω2 (8)

describes a discrete harmonic oscillator of natural frequency ω0
damped at a rate η.28,50 In this case, the BCF exhibits oscil-

lations of frequency ω1 =

√

ω2
0 − η2

> 0 that decay at a rate
η as C(t) = c1eγ1t

+ c2eγ2t , where γ1 = −η + iω1, γ2 = −η − iω1 and c1
= c+, c2 = c− with the system–bath coupling strength determined by
c± = λω1(1 + η2

/ω2
1)(coth (β(ω1 ± iη)/2) ∓ 1)/2. Thus, at least two

features are needed to capture this system–bath dynamics.

B. An exact quantum master equation for open
quantum dynamics

Using the decomposition of the BCF equation (3), the propaga-
tor in Eq. (2) can be separated into contributions by different bath
features as

F̃(t, 0) =
K

∏
k=1

e−∫
t

0 dsQ̃×S (s)f̃ k(s,0), (9)

where f̃ k(s, 0) = ckθ̃>k (s, 0) − c̄kθ̃<k (s, 0) and θ̃k(s, 0)
= ∫

s
0 Q̃S(u)ψk(s − u)du. To exactly capture the open quantum

dynamics, we need to take into account how each bath feature
influences the system’s dynamics through f̃ k. For this, we define a
hierarchy of auxiliary density matrices as

𝜚̃n⃗(t) ≡ T (
K

∏
k=1

f̃ nk
k (t, 0)

Zk(nk)
√

nk!
) F̃(t, 0)ρS(0). (10)

Here, Zk(nk) =∏
nk
m=1 zk,m for nk > 0 and Zk(nk) = 1 for nk = 0, in

which zk,m are non-zero c-numbers, which we refer to as the met-
ric of feature k. The index n⃗ indicates a multi-dimensional index
n⃗ = (n1, . . . , nk, . . . , nK) with nk = 0, 1, 2, . . ., and the series runs
ad infinitum. The physical system’s density matrix ρS(t) = 𝜚0⃗(t) is
located at n⃗ = 0⃗ ≡ (0, . . . , 0).
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We define an extended density operator (EDO) as a collection
of these auxiliary density matrices. We arrange these matrices as a
vector of matrices ∣𝜚̃(t)⟩ = ∑n⃗ 𝜚̃n⃗(t)∣n⃗⟩ in a basis {∣n⃗⟩ ≡ ∣n1⟩⊗ ⋅ ⋅ ⋅ ⊗

∣nk⟩⊗ ⋅ ⋅ ⋅ ⊗ ∣nK⟩} such that 𝜚̃n⃗(t) = ⟨n⃗∣𝜚̃(t)⟩. We define the creation
α†

k and annihilation αk operators associated with the kth bath feature
such that

α̂†
k ∣nk⟩ =

√
nk + 1∣nk + 1⟩, α̂k∣nk⟩ =

√
nk∣nk − 1⟩, (11)

with [α̂k, α̂†
k′] = δk,k′ , n̂k = α̂†

k α̂k, and n̂k∣nk⟩ = nk∣nk⟩. We also define
the metric operator for the k-feature as ẑk∣nk⟩ = zk,nk ∣nk⟩, which
implies that [ẑk, n̂k] = 0 as they admit a common eigenbasis.

Next, we determine the equation of motion of the EDO, ∣𝜚̃(t)⟩,
by direct differentiation of Eq. (10). The system–bath interaction
couples the different auxiliary density matrices as the dynam-
ics of 𝜚̃n⃗(t) is coupled to 𝜚̃n⃗+1⃗k

(t) = 1√
nk+1 ⟨n⃗∣α̂k∣𝜚̃(t)⟩, 𝜚̃n⃗−1⃗k

(t)

= 1√
nk
⟨n⃗∣α̂†

k ∣𝜚̃(t)⟩, and 𝜚̃n⃗−1⃗k+1⃗k′
(t) = 1√

nk(nk′+1) ⟨n⃗∣α̂
†
k α̂k′ ∣𝜚̃(t)⟩ for

k ≠ k′, where n⃗ ± 1⃗k increases/decreases nk by one, leaving all other
indexes in n⃗ intact. In the Schrödinger picture,

∂

∂t
∣𝜚(t)⟩ = (−iH×S (t) +

K

∑
k=1

Dk)∣𝜚(t)⟩, (12)

where

Dk = γkkα̂
†
k α̂k +∑

k′≠k
γkk′ ẑ

−1
k α̂†

k α̂k′ ẑk′ + (ckQ>S − c̄kQ<S )ẑ
−1
k α̂†

k −Q×S α̂kẑk

(13)
are the dissipators Dk associated with the kth bath feature. Equa-
tion (12) together with the initial condition ∣𝜚(0)⟩ = ρS(0)∣0⃗⟩ exactly
specifies the open quantum dynamics. A detailed derivation is
included in the Appendix.

Equation (12) leads to a bexcitonic picture of the open quan-
tum dynamics and can be used to construct practical HEOM-like
exact quantum master equations (EQMEs). It shows that each basis
{ψk(t)} used to capture the BCF, metric {ẑk} and representation of
α̂k, leads to a distinct EQME. These equations can appear to be very
different but originate from the same Eq. (12). Equation (12) defines
a class of EQMEs.

C. Bexcitonic picture
We now discuss how a bexcitonic picture emerges from

Eq. (12). We associate ∣n⃗⟩with the creation of bexcitons, with respect
to vacuum ∣0⃗⟩. Specifically, we associate a bexciton of label k, a
k-bexciton, for each feature of the bath k. The state ∣n⃗⟩ corre-
sponds to a situation in which nk k-bexcitons have been created
for each k. In this picture, α̂†

k creates and α̂k destroys a k-bexciton.
The commutation relation between α̂k and α̂†

k dictates that the
algebra for the bexcitons is bosonic. While the bath can be macro-
scopic, only K effective bexcitons are needed to capture the relevant
component that influences the system. Thus, the bexcitons offer a
coarse-grained, but still exact, view of the correlated non-Markovian
system–bath dynamics to all orders in HSB.

The dissipators {Dk} in Eq. (13) describe the bexcitonic
dynamics and their interaction with the system. At initial time, the
system–bath density matrix is separable and there are no bexcitons.
As the composite system evolves toward a stationary state, bexcitons
are created and destroyed. The first term in Eq. (13) describes the
decay (for γkk < 0), oscillations (for purely imaginary γkk), or both, of
the bexcitons. The second term describes possible bexciton–bexciton
interactions. The third term corresponds to the creation of bexcitons
due to the system–bath interaction, while the last term leads to bex-
citon annihilation. The bexcitons do not keep track of the orders in
a perturbative expansion in HSB as many orders can contribute to a
given bexcitonic population.

The number of bexcitons K needed to accurately describe the
dynamics increases as the complexity of the spectral density grows
(which requires more {ζ i}) and with decreasing temperature (which
requires more {ξj}) as showed in the decomposition of BCF in
Eq. (6). Equation (6) also shows that bexciton–bexciton interactions
are zero since the time dependence is in the exponentials leading to
γkk′ = γkkδkk′ in Eq. (4). Thus, from this point on, without loss of
generality, we take γkk′ = δkk′γk.

Equation (12) exactly maps the open quantum dynamics to the
system–bexciton dynamics. While the system’s dynamics is com-
mon to all maps, the bexcitonic one is not. For this reason, the
bexcitons are unphysical quasiparticles and bexcitonic properties
should only be seen as a way to monitor the dynamics and numerical
convergence of particular EQMEs in the class.

To quantify bexcitonic properties, it is necessary to specify an
inner product for the EDOs. Given two EDOs, ∣𝜚(1)⟩ and ∣𝜚(2)⟩, we
define their inner product as ⟨𝜚(1)∣𝜚(2)⟩ ≡ ∑m⃗,n⃗ ⟨𝜚

(1)
m⃗ ,𝜚(2)n⃗ ⟩⟨m⃗∣n⃗⟩,

where ⟨A, B⟩ ≡ Tr(A†B) = ∑i j A⋆i jBi j is the Hilbert–Schmidt inner
product between matrices A and B. In this way, the expec-
tation value of a Hermitian bexcitonic operator, ⟨𝜚(t)∣Ô∣𝜚(t)⟩
= ∑m⃗,n⃗ ⟨𝜚m⃗,𝜚n⃗⟩⟨m⃗∣Ô∣n⃗⟩, is scalar and real. For instance, the popu-
lation of the k-bexciton ⟨nk⟩ = ⟨𝜚∣n̂k∣𝜚⟩ = ∑n⃗ nk⟨𝜚n⃗,𝜚n⃗⟩ and the sys-
tem purity P ≡ TrS ρ2

S = ⟨𝜚0⃗(t),𝜚0⃗(t)⟩ = ⟨𝜚 ∣P0∣𝜚⟩ with P0 = ∣0⃗⟩⟨0⃗∣.

D. Bexcitonic representations
We now develop two useful general forms for the EQMEs. For

this, we need to specify the representation of the bexcitonic opera-
tors {α̂k, α̂†

k}. The most immediate way to represent the bexcitons is
in their occupation number representation {∣n⃗⟩},

∂t𝜚n⃗(t) = −i[HS(t),𝜚n⃗(t)]

+
K

∑
k=1
(nkγk𝜚n⃗(t) − zk,nk+1

√
nk + 1[QS,𝜚n⃗+1⃗k

(t)]

+

√
nk

zk,nk

(ckQS𝜚n⃗−1⃗k
(t) − c̄k𝜚n⃗−1⃗k

(t)QS)). (14)

This equation recovers the HEOM; see Sec. II E. Thus, Eq. (12) can
be seen as a generalization of the HEOM strategy.

The bexcitons can also be represented in position,
x⃗ = (x1, . . . , xK), where xk is the position of the k-bexciton, by
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letting α̂†
k → (xk − ∂xk)/

√
2 and α̂k → (xk + ∂xk)/

√
2 such that

[α̂k, α̂†
k′] = δk,k′ . In this case,

∂t𝜚(x⃗, t) = −i[HS(t),𝜚(x⃗, t)] +
K

∑
k=1
(
γkk

2
(x2

k − ∂
2
xk − 1)𝜚(x⃗, t)

− iQS(g−k xk − g+k ∂xk)𝜚(x⃗, t)

+ i(ḡ−k xk − ḡ+k ∂xk)𝜚(x⃗, t)QS), (15)

where g±k = i(ckz−1
k ± zk)/

√
2 and ḡ±k = i(c̄kz−1

k ± zk)/
√

2. For
simplicity, in writing Eq. (15), we have taken ẑk = zk1̂. In this
form, the initial condition is 𝜚(x⃗, 0) = ρS(0)G(x⃗) and the system’s
density matrix ρS(t) = ∫𝜚(x⃗, t)G(x⃗)dK x⃗, where G(x⃗) = ⟨x⃗∣0⃗⟩
= π−K/4

∏
K
k=1 e−x2

k/2. Equation (15) is closely related to the collective
bath coordinate method37 by adopting different metric.

While Eqs. (14) and (15) have vastly different forms, they are
seen to be specific representations of Eq. (12). The approach opens
the way to systematically develop different representations for the
EQMEs, including number, position, and momentum p⃗ [that can be
obtained from Eq. (15) by letting xk → pk and g±k → −ig∓k ], and even
mixed representations where different representations are used for
each bexciton.

E. Recovering standard HEOM equations
We now show that Eqs. (12) and (13) generalize the HEOM in

the sense that the standard HEOM equations are seen to emerge as
specific cases. If we take the specific metric operator ẑk = in̂−1/2

k and
use the number representation, we obtain

∂

∂t
𝜚n⃗(t) = −i[HS,𝜚n⃗(t)] +∑

k
nkγk𝜚n⃗(t) − i[QS,𝜚n⃗+1⃗k

(t)]

− i∑
k

nk(ckQS𝜚n⃗−1⃗k
(t) − c̄k𝜚n⃗−1⃗k

(t)QS), (16)

which is exactly the standard HEOM5,25,28 for both Drude–Lorentz
and Brownian environments. In turn, if we let ẑk = i

√
∣ck∣, we get

∂

∂t
𝜚n⃗(t) = −i[HS,𝜚n⃗(t)] +∑

k
nkγk𝜚n⃗(t)

− i∑
k

√
(nk + 1)∣ck∣[QS,𝜚n⃗+1⃗k

(t)]

− i∑
k

√
nk

∣ck∣
(ckQS𝜚n⃗−1⃗k

(t) − c̄k𝜚n⃗−1⃗k
(t)QS). (17)

This equation coincides with the main result of HEOM with scal-
ing in Ref. 25 [Eq. (6)] if we further restrict the bath to the
Drude–Lorentz case where c⋆k = c̄k, and the correlation function is
fitted to a series of decaying exponentials.

These examples show that many variants of the HEOM can be
developed starting from Eqs. (12) and (13) simply by changing the
metric operator ẑk and the representation. All these variants arise
from a common bexcitonic picture.

F. Relation to existing methods in the literature
Equations (12) and (13) define a class of exact quantum master

equations when the decomposition of the BCF into features is exact.

In this section, we contrast the choices that define the method with
other strategies in the literature.

1. Bath correlation function decomposition
We first note that a wide range of variants of the HEOM use a

decomposition of the BCF that can be cast in the form of Eqs. (3) and
(4). For example, the form of the BCF decomposition that includes
both exponential and oscillatory terms was suggested in Ref. 28
and used to exemplify the dynamics generated by Drude–Lorentz
and Brownian oscillator environments. Equation (5) shows how the
exponential and oscillatory terms in such a decomposition can be
developed systematically through a Padé or Matsubara scheme that
supposes that there are only first-order poles in the spectral den-
sity J (ω) and the thermal distribution function fBE(βω). Recently,
Xu et al.35 demonstrated that the first-order pole decomposition is
general using a rational function approach, emphasizing the general
applicability of Eqs. (3) and (4). Even more general decompositions
to evaluate Eq. (5) that include higher-order poles, such as those
developed by Ikeda and Scholes,27 can also be employed to develop a
bexcitonic picture. However, in light of Ref. 35, they are not formally
necessary. However, they may lead to more efficient versions of the
HEOM.

In decomposing the BCF into features, it is also not neces-
sary to use the residue theorem to evaluate Eq. (5). For example,
the extended HEOM34 uses a decomposition of the BCF using
harmonic oscillator wavefunctions ψk = Hk(αt) exp [−α2t2

/2] as a
basis, where Hk are Hermite polynomials. This basis satisfies the
dynamics in Eq. (4) but not the initial conditions as Hk(0) = 0 for
odd k. This basis leads to interacting bexcitons and, as it decays in
time with a Gaussian envelope, it is not efficient to capture weakly
damped vibrations as that requires many terms in the decompo-
sition. However, this is an example of a possible basis that can be
made to satisfy Eq. (4) even when it does not arise from the residue
theorem.

Overall, the fact that the decomposition of the BCF in Eqs. (3)
and (4) is widely used in different HEOM variants indicates that the
bexcitonic quasiparticle structure is common to all of them.

2. Quasiparticle views of open quantum dynamics
Another quasiparticle view of the open quantum dynamics

that yields the standard HEOM for bosonic environments is the
dissipaton equations of motion.51,52 In this view, the dissipatons
are physical collective bath degrees of freedom. Each dissipaton
yields a specific term in the decomposition of the bath correlation
function into features. By contrast, the bexcitons are fictitious quasi-
particles that account for the algebraic structure of the quantum
master equation and that enable unifying different variants of the
HEOM into a single framework. These two quasiparticles defini-
tions are distinct and compatible as they enter in different steps of
the derivation of the HEOM-style quantum master equation. The
dissipatons have been extended to fermionic environments and non-
linear system–bath couplings,53 suggesting that it is also possible to
do a similar analysis for the bexcitons. The advantage of the bex-
citons is that it enables one to straightforwardly develop variants
of the HEOM by adopting different metrics and representations
for the creation and annihilation operators, as needed for specific
applications.
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For instance, when the position basis is adopted for the bexci-
tons, it yields equations that are closely related to the recently pro-
posed collective bath coordinate method37 but with a tunable metric
that provides additional flexibility. In Ref. 37, in light of Eqs. (12)
and (13), the authors effectively do a transformation from the
number basis to the position representation. However, the underly-
ing mathematical structure of such a transformation had not been
sufficiently clarified as needed for systematic progress. Through
Eqs. (12) and (13), it becomes straightforward to systematically
change representation and metric to develop EQMEs.

In turn, Ref. 36 also introduces a raising and lowering operator
to capture the bath dynamics from the free-pole-HEOM.35 However,
in Ref. 36, these operators act in Liouville space instead of Hilbert
space. This choice results in twice the number of indexes for the
auxiliary density matrices for a given BCF decomposition, which
squares the computational complexity. Furthermore, thus far, the
computational efficiency and stability of the method have not been
demonstrated.

A different strategy to develop a quasiparticle decomposition
of the open quantum dynamics is the pseudo-mode method.7,17,54

This method introduces a small number of “unphysical” harmonic
modes with dissipative terms and enlarges the system of interest
to include these pseudo-modes such that the “unphysical” model
has equivalent BCF compared with the actual physical model. As
such, it is best suited for underdamped Brownian environments and
requires further techniques for Ohmic environments.55 By contrast,
the bexcitons can exactly treat both overdamped and underdamped
environments, Markovian and non-Markovian dynamics, weak and
strong system–bath correlations, in a unified form by propagat-
ing the dynamics in bexcitonic space. From the geometric point of
view, the pseudo-mode method and the bexcitonics are defined in
very different mathematical spaces. The pseudo-mode method con-
structs an enlarged dissipative system as S⊗ P, where S denotes the
Liouville space of the system and P is the Liouville space of the
pseudo-modes, and the density matrix of the system of interest is cal-
culated by tracing out the degrees of freedom of the pseudo-modes
P. By contrast, in the bexcitonics dynamics, the EDO is in space
S⊗Q, where Q is the Hilbert space of bexcitons (as opposed to a
Liouville space). The reduced density matrix of the system is recov-
ered by projection (as opposed to tracing out) onto the vacuum state
∣0⃗⟩ of Q. These differences make the bexcitonics very different from
the pseudo-mode approach and provide a distinct point of view to
understand the open quantum system dynamics.

III. NUMERICAL IMPLEMENTATION
To demonstrate the utility of Eq. (12) in simulating open quan-

tum dynamics, we computationally implemented it in both number
and position representations. As in HEOM, the ladder of states
for each nk needs to be truncated at a given Nk that defines the
depth of the k-bexciton in number representation, a quantity that
needs to be increased until convergence. In position representa-
tion, we employed two forms (Sinc-DVR and Sine-DVR) of the
discrete variable representation (DVR),56,57 which provide an effi-
cient grid representation.58 In this case, the depth Nk is determined
by the number of grid points in the allowed range (− Lk

2 , Lk
2 ) for xk.

The overall space complexity of Eq. (12) for a M-state system and
K bath features is O(M2NK

). Equation (12) was implemented using

the PyTorch package59 for efficient CPU and GPU computation and
is available on GitHub.60

As a specific model, consider a qubit with HS = (Δ/2)σz + Vσx,
where σz = ∣e⟩⟨e∣ − ∣g⟩⟨g∣ and σx = ∣e⟩⟨g∣ + ∣g⟩⟨e∣ are Pauli operators
and ∣g⟩ and ∣e⟩ are the qubit levels. The dynamics starts from a
pure state ρS(0) = ∣ψ⟩⟨ψ∣ describing a superposition of qubit levels
∣ψ⟩ = (∣g⟩ + ∣e⟩)/

√
2. Suppose that the characteristic energy of the

system is E ≠ 0. At t = 0, the system is coupled through QS = σz to a
bath at temperature kBT = 0.209E described by a DL (with λ = 0.2E
and ωc = 0.1E) or Brownian spectral density (with λ = 0.2E, ω1 = E,
and η = 0.05E).

As a metric, we use ẑk = zk1̂, where zk = i
√

Re ck for the DL
case and zk = i

√
Re(ck + c̄k)/2 for Brownian. In this section, we find

that K = 3 and a depth of Nk = 10 for the number-basis provide
converged dynamics. The grid basis requires a larger Nk = 40 (for
Lk = 40).

A. Pure-dephasing dynamics
Consider first the case in which V = 0 and Δ = E. In this case,

the dynamics is pure-dephasing as [HS, HSB] = 0 and independent of
Δ as there is no relaxation. This limit of the dynamics admits an ana-
lytical solution2,46 that we now use to test the bexcitonic formalism
in number representation [Eq. (14)]. Figure 2 shows the dynamics of
the (a) and (a′) population of ∣g⟩, (b) and (b′) qubit purity P(t), and
(c) and (c′) k-bexciton population. The top panels (a)–(c) are for
the DL bath, while the bottom panels (a′)–(c′) are for the Brown-
ian bath. As shown, the bexcitonics exactly reproduces the analytical
results. In the DL case, the purity decays monotonically as expected
for a system interacting with a macroscopic environment and set-
tles at P = 1/2, which corresponds to the maximally mixed state.
By contrast, for the Brownian environment, the purity exhibits an

FIG. 2. Pure-dephasing (V = 0) dynamics of a qubit initially in a superposi-
tion state ∣ψ⟩ = (∣g⟩ + ∣e⟩)/

√

2 interacting with a thermal bath as described by
Eq. (12) using the number representation. The plots show (a)–(a′) population of
∣g⟩; (b)–(b′) state purity; and (c)–(c′) bexcitonic population for k = 1, 2, 3. The
upper panels (a)–(c) correspond to a DL bath, while (a′)–(c′) are those generated
by a Brownian bath. The insets show the asymptotic dynamics. The black line in
(a), (b), (a′), and (b′) corresponds to the analytical solution.
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oscillatory dynamics before decay to 1/2. These oscillations are due
to changes in system–bath entanglement as the Brownian environ-
ment oscillates. The purity asymptotically stays at P = 1/2 as there
is no relaxation process at play.

With respect to the bexcitons, initially, the k-bexciton popu-
lation is ⟨nk⟩ = 0. Upon time evolution, the population of all three
considered bexcitons initially increases as the system and bath inter-
act. For DL, the k = 1 bexciton is the high-temperature term in
Eq. (6) and k = 2, 3 are the low temperature corrections. For Brow-
nian, k = 1 and 2 are the high-temperature terms and k = 3 is a
low temperature correction. For Brownian, there is a population
degeneracy of the (k = 1, 2) bexcitons needed to describe J(ω).

In this pure-dephasing case, the high-temperature bexcitons
reach the steady state with non-zero ⟨nk⟩ at the long-time limit.
By contrast, the low temperature correction terms ⟨nk⟩ go to zero
after the initial excitation. The time required for the bexciton pop-
ulation to reach the steady state coincides with the time needed for
the system to reach the maximally mixed state with P = 1/2. There-
fore, the bexciton population reflects the entanglement between
the system and the bath. The non-zero bexciton population at the
final steady state reflects the non-separable system–bath state at
equilibrium.

B. Relaxation dynamics of biased (Δ ≠ 0) qubit
Figure 3 shows the dynamics of the qubit model beyond the

pure-dephasing limit with V = Δ = E. This is referred to as the biased
system case as Δ ≠ 0.61 In this case, the dephasing is accompanied by
relaxation processes. The parameters of the model correspond to a
complex case where the dynamics of the system and environment
do not have a clear separation of time scales. The top panels (a)–(c)

are for the DL bath, while the bottom panels (a′)–(c′) are for the
Brownian bath. In both cases, the population of ∣g⟩ exhibits Rabi
oscillations that decay due to decoherence. This process leads to a
reduction of purity to a maximally mixed state (P = 1/2). At longer
time scales, there is a recovery of purity as the system thermally
relaxes to the ground state (insets). The dynamics correctly captures
both the early time dynamics62 and the asymptotic thermal state and
is representative of what is expected of open quantum dynamics.
Note that different representations (position and number) lead to
identical system dynamics, as expected from Eq. (12).

With respect to the bexcitonics, for both DL and Brownian
baths, the relative bexciton populations indicate that the high-
temperature bexciton dominates the dynamics. However, the low-
temperature bexcitons are still required to achieve correct ther-
malization. The fact that the bexciton population is non-zero
reflects that the system–bath state is not separable at thermal
equilibrium.

Changing representations can vastly change the convergence
properties of Eq. (12) but leaves bexcitonic properties invariant.
We find that the number representation is often more efficient as
it employs the exact eigenstates ∣n⃗⟩. Changing the metric changes
both the convergence and bexcitonic properties of Eq. (12) and can
be used to develop optimal EQMEs. The relative bexcitonic popula-
tions (but not their absolute values) are indicative of the importance
of a given bexciton during the dynamics and can be used to test the
completeness of Eq. (6) and the numerical convergence of Eq. (12).

C. Relaxation dynamics of unbiased (Δ = 0) qubit
Figure 4 shows the dynamics for the qubit with Δ = 0 and

V = E. This is referred to as the unbiased system case.61 The top pan-

FIG. 3. Identical calculation as Fig. 2 except that the Hamiltonian of the biased system is set as Δ = V = E in the number and position representations (Sinc-DVR and
Sine-DVR). The pink dashed line in the insets (a), (b), (a′), and (b′) corresponds to the ground state of HS.
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FIG. 4. Identical calculation as Fig. 2 except that the Hamiltonian of the unbiased
system is set as V = E and Δ = 0.

els (a)–(c) are for the DL bath, while the bottom panels (a′)–(c′)
are for the Brownian bath. In this case, the population for ∣g⟩ is
fixed at 1/2, as the rate of population exchange ∣g⟩→ ∣e⟩ is equal
to the rate ∣e⟩→ ∣g⟩. However, the overall purity dynamics shows a
similar behavior as in the biased case in Fig. 3. That is, the deco-
herence process leads to a reduction of purity to a maximally mixed
state first, and at longer time scales, there is a recovery of purity as
the system thermally relaxes and re-purifies to a global steady state.
For the unbiased system, we observe that the dynamics of bexcitons
shows a similar trend as in the biased system for the longer time scale
dynamics.

D. Influence of the metric on numerical convergence
Changing the metric leaves the open quantum dynamics invari-

ant but can importantly change its numerical convergence prop-
erties. For example, Fig. 5 shows the dynamics when the qubit is
coupled to a Brownian oscillator for varying metrics, illustrating the
invariance of the results to the choice of metric. However, while the
numerical convergence in the number basis is found to be largely
insensitive to the metric (top panels, colored lines), the conver-
gence in position representation is highly sensitive to zk (bottom
panels). As shown, in position representation, the simple choice of
zk = i makes the dynamics to become quickly unstable. By contrast,
the choice zk = ±i

√
Re(ck + c̄k)/2 or zk = i

√
(∣ck∣ + ∣c̄k∣)/2 keep the

dynamics stable for the times shown. We find that a larger ∣zk∣ does
not necessarily suppress the divergence of auxiliary density matrices
and ⟨nk⟩, as in Eq. (13), both ẑk and ẑ−1

k occur in the expression. That
is, by suppressing the term associated with the creation operator α̂ †,
we also enlarge the term associated with the annihilation operator,
which amplifies the error from truncating at finite depth. Overall,
these results suggest that the metric can be considered as a simula-
tion parameter that can be optimized to achieve enhanced numerical
convergence.

IV. APPLICATIONS
We now show how the bexcitonic approach can lead to useful

insights and to the development of efficient strategies to propagate
the quantum dynamics.

A. Bexcitonic perspective of the numerical instability
in the HEOM

A numerical instability in the HEOM has been reported
recently, especially in the case of the weakly damped Brownian
oscillator.63,64 To test this further, we have performed a simulation of
the qubit (Δ = 5E and V = E) when the reorganization energy is rela-
tively small (λ = 0.2E) or large (λ = E), and when the bath damping
rate (η) is relatively large (η = 0.05E) or small (η = 0.01E) for the
Brownian oscillator bath. The results, shown in Fig. 6, show that the
instability occurs in both number and position bases. For the specific
metric chosen, the instability develops at about the same point of the
dynamics.

As shown in Fig. 7, by using a larger depth Nk, the convergence
of the dynamics can be achieved in a longer range of time. For exam-
ple, for the simulations in Figs. 6(a′′) and 6(b′′), increasing the depth
Nk from 40 to 60 improves the range of time of convergence from
∼50E−1 to ∼63E−1. However, the actual computational time per step
increases by a factor of ∼5 in both position and number bases in an
8-core Intel Xeon Gold 6330 CPU node. For this reason, in prac-
tice, HEOM computations require bexciton space truncation that
introduces such instability in the equations of motion for the strong
coupling and small bath damping rate case.

The origin of this instability has been previously analyzed by
mathematically investigating the distribution of eigenvalues for the

FIG. 5. Influence of the metric on the convergence of the number (top panels) and
position (bottom panels) representations. The plots show population and purity
dynamics for a qubit coupled to a Brownian oscillator with no low-temperature
corrections using different metrics for the (a)–(b) number basis and (a′)–(b′)
Sinc-DVR basis. We employ as metrics z1 = z2 = i (blue line), z1 = z0, and z2

= −z0, where z0 = i
√

Re(c1 + c̄1)/2 = i
√

Re(c2 + c̄2)/2 ≈ 0.3i (red line) and

z1 = z2 = i
√

(∣c1∣ + ∣c̄1∣)/2 = i
√

(∣c2∣ + ∣c̄2∣)/2 ≈ 0.3i (black line). Other para-
meter settings are the same as in Figs. 3(a′) and 3(b′). Note that while the number
basis is largely insensitive to the metric, the convergence in position representation
is highly sensitive to zk .
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FIG. 6. Numerical instability of Eqs. (12) and (13) for a qubit (Δ = 5E and V = E)
coupled to a Brownian oscillator with damping rate η and coupling λ in number
and position representations. The plots show the population and purity dynam-
ics for (a)–(b) weak coupling (λ = 0.2E) and long correlation time (η = 0.01E);
(a′)–(b′) strong coupling (λ = E) and short correlation time (η = 0.05E); and
(a′′)–(b′′) strong coupling (λ = E) and long correlation time (η = 0.01E). For
the last case, a weak damping rate together with strong coupling results in insta-
bility for the dynamics in all representations. All simulations use a depth of 40 and
metric zk = i

√

Re(ck + c̄k)/2.

FIG. 7. Effect of changing the HEOM depth Nk on the convergence in both number
and position representations. Dynamics of (a) population of ∣g⟩ and (b) purity for
the qubit under simulation conditions identical to those in Figs. 6(a′′) and 6(b′′)
but with varying Nk . Increasing Nk from 40 to 60 only moderately extends the
convergence range of HEOM.

FIG. 8. Numerical instability of the HEOM as seen from the bexcitonic density distri-
bution. The plots show the ∥𝜚(x1, x2, t)∥2 distribution at t = 3.8E−1 (left column)
and t = 7.5E−1 (right column). (a)–(b) Weak coupling (λ = 0.2E) and long corre-
lation time (η = 0.01E); (a′)–(b′) strong coupling (λ = E) and short correlation
time (η = 0.05E); and (a′′)–(b′′) strong coupling (λ = E) and long correlation
time (η = 0.01E). The instability of the dynamics is due to the population of highly
excited bexcitons that lead to a large spatial structure for ∥𝜚(x1, x2, t)∥2. In (a)
and (b), ∥𝜚(x1, x2, t)∥2 is scaled by 102.4 for clarity.

propagator.63,64 Here, we provide an intuitive explanation based on
the bexcitons.

Figure 8 shows the bexcitonic density distribution
∥𝜚(x1, x2, t)∥2

= ⟨𝜚(t)∣x1x2⟩⟨x1x2∣𝜚(t)⟩ in position representa-
tion at t = 3.8E−1 and 7.5E−1, which is early in the dynamics and
before the onset of the instability. In the computations, we do
not include the low-temperature corrections, and, therefore, two
bexcitons with coordinates x1 and x2 are needed. Figures 8(a) and
8(b) correspond to the dynamics in Figs. 6(a) and 6(b), and that in
Figs. 8(a′) and 8(b′) to the one in Figs. 6(a′) and 6(b′). Both these
cases are numerically stable in the range of time investigated. In
turn, Figs. 8(a′′) and 8(b′′) correspond to the numerically unstable
dynamics in Figs. 6(a′′) and 6(b′′). In all cases, at initial time,
∥𝜚(x1, x2, t)∥2 is a localized Gaussian function centered at (0, 0).
The degree of deviation of ∥𝜚(x1, x2, t)∥2 from the initial Gaussian
is a consequence of the system–bath interaction. As seen, the reason
why the dynamics becomes unstable is that as the coupling strength
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and the bath correlation time increase, the bexcitonic state acquires
a strong spatial structure, which is numerically challenging to cap-
ture. In fact, the unstable case leads to a highly structured bexcitonic
state with extensive ripples and nodes. These dramatic oscillations
and a large magnitude of the bexcitonic density distribution in
position space lead to large partial derivatives in Eq. (15). These
phenomena make the HEOM and other bexcitonic methods better
at simulating systems with weaker coupling to the bath and stronger
damping in the bath dynamics. This also results in need for more
auxiliary density matrices to capture these highly excited bexcitonic
states with many nodes. Thus, the instability of the HEOM can
be seen as emerging because of the population of highly excited
bexcitons. By contrast, numerically stable dynamics is observed
when there is enough dissipation in the bath dynamics to mitigate
the population of highly excited bexcitonic states.

Reference 37 claims that the coordinate representation of the
HEOM is more stable and efficient than the original HEOM theory
and demonstrated this in the context of a vibronic system (two elec-
tronic levels plus one vibration) coupled to a Drude–Lorentz envi-
ronment. By contrast, we find that this is not necessarily a general
observation as the numerical convergence of the number represen-
tations is seen to be superior to the coordinate representation in our
numerical examples. Furthermore, for Brownian oscillator environ-
ments, both number and position representations show a divergence
in the propagation due to the population of highly excited bexcitons
when the damping rate of the bath correlation function is small and
the system–bath coupling is strong.

B. Mode-combination of the bexcitons
In the bexciton approach, the influence of the environment

is exactly captured through ∣𝜚(t)⟩ that include both the physi-
cal system ρS(t) and the bexcitons. The main limitation of this
approach is that the dimensionality of the space for representing
∣𝜚(t)⟩ grows exponentially with the number of features of the bath K
and, hence, the computational memory requirements of the method
quickly become intractable as the number of features K grows.
Notice, however, that the non-uniqueness of Eq. (3) suggests that the
dimensionality of the bexciton space is greater than what is actually
needed for tracking the open quantum dynamics, suggesting that it
is possible to compress the dynamics.

As an example, with the help of the bexciton quasiparticle
picture, one can incorporate the mode-combination technique
developed for the MCTDH method65,66 into the HEOM in both
number and coordinate representations. Mode-combination has
been proposed67,68 to enhance the computational efficiency of the
usual HEOM. This technique corresponds to the tensor tree exten-
sion of the HEOM. Here, we show that the validity of this technique
in the HEOM can be interpreted as a mode-combination of the
bexcitons and use the bexcitonic structure to introduce mode-
combination in coordinate representation. This is an example of
how Eqs. (12) and (13) enable translating technical advances from
one HEOM variant to others.

Specifically, we introduce a set of orthonormal single-particle
bexciton functions (SPFs) ∣χσ(t)⟩ = ∑n1...nK

C(σ)n1...nK (t)∣n⃗⟩ that com-
bines all bexcitons with ⟨χσ(t)∣χσ′(t)⟩ = δσσ′ . Using them, the
EDO can be expressed as ∣𝜚(t)⟩ = ∑σ ∣𝜚C

σ (t)⟩∣χσ(t)⟩, where ∣𝜚C
σ (t)⟩

FIG. 9. Mode-combination generated by compressing all bexcitons to a single
effective one that tracks the influence of the bath. The plots show the popu-
lation and purity dynamics for the system with Δ = E and V = E coupled to a
Brownian oscillator with K = 4 features with and without mode-combination. The
reference corresponds to computations using the usual number basis without
mode-combination. The depth Nk = 10 for the number basis and 40 for the position
basis. The number of SPFs is 10 for all mode-combined cases.

= ∑i j ∣i⟩R
(σ)
i j (t)⟨j∣ contains the auxiliary density matrices that corre-

spond to the combined bexciton ∣χσ(t)⟩ with collective index σ and
R(σ)i j (t) are the matrix elements. The idea is to isolate a few SPFs that
capture the main dynamics due to all K bexcitons. For this, we fol-
low the multi-layer MCTDH strategy69,70 to propagate each ∣χσ(t)⟩
for a given chosen level of compression by controlling the number
of SPFs taken into account.

To show the advantage of such a bexciton mode-combination
strategy, we performed calculation for the system with Δ = E and
V = E coupled to a Brownian oscillator with two low-temperature
correction terms (K = 4) with or without the mode-combination
strategy. Other parameter settings are the same as in Figs. 3(a′) and
3(b′). The results are shown in Fig. 9. By employing the mode combi-
nation with the number of SPFs to be 10, the memory requirements
to store the combined state of the system and environment at a given
time are reduced from 640 KB to 49 KB for Nk = 10.

Using Eq. (12), we extend these technical advances to
coordinate representation, where 𝜚(x⃗, t) = ∑σ (𝜚C

σ (t))χσ(x⃗, t),
in which χσ(x⃗, t) is the mode-combination of bexciton
function in position representation x⃗ with given σ at time
t. With the DVR basis, we can further represent χσ(x⃗, t)
= ∑m1...mK

C(σ)m1...mK (t)ϕm1(x1) ⋅ ⋅ ⋅ϕmK (xK), where ϕmk(xk) is
the DVR basis function at mkth grid point for the k-bexciton. Each
χσ(x⃗, t) can further be propagated using the MCTDH strategy in
the DVR basis. Figure 9 shows the results obtained from mode
combination in position representation, yielding identical dynamics
to that obtained in number representation. In this case, the mode
combination reduces the memory requirements to store an EDO
from 164 to 0.53 MB for the depth chosen as Nk = 40.

For the number representation with Nk = 10, which is an effi-
cient way to propagate the dynamics of our models, we find that
the mode-combination offers an ∼1.5× speedup in an 8-core Intel
Xeon Gold 6330 CPU node. In turn, for the position represen-
tation and Nk = 40, the speedup is ∼200× using the Sinc-DVR
basis and ∼300× for the Sine-DVR basis, suggesting a high level of
redundancy.
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V. CONCLUSION
In conclusion, we have developed a quasiparticle approach for

the exact open quantum dynamics of systems in interaction with
bosonic thermal environments of arbitrary complexity based on a
generalization of the Hierarchical Equations of Motion (HEOM).
In this approach, the dynamics is exactly captured by the quantum
system interacting with a few bexcitons, fictitious bosonic quasipar-
ticles each one arising from a distinct feature of the bath correlation
function. Bexciton creation and annihilation connect the auxiliary
density matrices in the HEOM. Since bexcitonic operators can be
represented in different bases and are associated with a tunable
metric, the approach enables the straightforward and systematic
development of HEOM variants. Because all these HEOM variants
are seen to be specific realizations of the same bexcitonic equations
of motion, when converged, they yield the same dynamics for a
given decomposition of the bath correlation function. Furthermore,
if technical advances in one variant are made, it can immediately
inspire related advances in other variants. However, we find that
the convergence property and numerical stability may vary because
of the different errors introduced in the truncation of bexcitonic
basis in different realizations. Thus, the bexcitonic basis and met-
ric can be chosen to optimize the convergence properties of the
dynamics.

We implemented these equations in both number and posi-
tion representations, showed that they were numerically stable, and
made the code publicly accessible. While bexcitonic properties are
unphysical, they can be used to monitor numerical convergence
and guide the development of convenient and computationally effi-
cient exact quantum master equations. As an example, we used
this feature to explain the origin of the instability of the HEOM
when the bath is a weakly damped Brownian oscillator and show
that it leads to the strong population of highly excited bexcitons.
Furthermore, by taking advantage of the particle-like features of
the bexcitons, we introduced the concept of mode-combination
of physical degrees of freedom developed in multi-configuration
time-dependent Hartree and applied to the bexcitons for a more
efficient propagation of the dynamics in both number and position
representations.

Future prospects include extending the theory to
fermionic/spin environments and non-linear coupling, deter-
mining strategies to optimize the metric and representation, and
introducing general tensor network decomposition and corre-
sponding algorithms to enhance the computational efficiency of the
method.
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APPENDIX: DERIVATION OF THE BEXCITONIC EXACT
QUANTUM MASTER EQUATIONS (12) AND (13)

To capture the open quantum dynamics exactly, we need
to take into account how each f̃ k in Eq. (9) influences the
system’s dynamics. The master equation is derived by taking the
time-derivative of Eq. (10) as

∂

∂t
𝜚̃n⃗(t) =

K

∑
k=1

T 1
Zk(nk)

√
nk!
(
∂

∂t
f̃ nk

k (t, 0))

×
⎛

⎝
∏
j≠k

f̃ n j
j (t, 0)

Zj(nj)
√

nj!
⎞

⎠
F̃(t, 0)ρS(0)

+ T (
K

∏
k=1

f̃ nk
k (t, 0)

Zk(nk)
√

nk!
)(

∂

∂t
F̃(t, 0))ρS(0)

≡
K

∑
k=1

Ak + A0. (A1)

Note that the derivatives of the bexciton generator f̃ k are

∂

∂t
f̃ k(t, 0) = ckQ̃>S (t) − c̄kQ̃<S (t) +∑

k′
γkk′ f̃ k′(t, 0). (A2)

Here, we have used Eq. (4) and

∂

∂t
θ̃k(t, 0) = Q̃S(t)ψk(t − t) + ∫

t

0
Q̃S(u)

∂

∂t
ψk(t − u)du = Q̃S(t)

+∑
k′
γkk′ θ̃k′(t, 0). (A3)
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Using these results, each term in the first sum in Eq. (A1)
becomes

Ak = z−1
k,nk

√
nk(ckQ̃>S (t) − c̄kQ̃<S (t))ρ̃n⃗−1⃗k

(t) + nkγkkρ̃n⃗(t)

+∑
k′≠k

z−1
k,nk

zk′ ,nk′+1

√
nk(nk′ + 1)γkk′ 𝜚̃n⃗−1⃗k+1⃗k′

(t) (A4)

for k = 1, . . . , K. Using Eq. (2), the last part in Eq. (A1) can be
expressed as

A0 = −T
⎛

⎝

K

∏
j=1

f̃ n j
j (t, 0)

Zj(nj)
√

nj!
⎞

⎠

K

∑
k=1

Q̃×S (t)f̃ k(t, 0) F̃(t, 0)ρS(0). (A5)

Hence,

A0 = −
K

∑
k=1

zk,nk+1
√

nk + 1Q̃×S (t)𝜚̃n⃗+1⃗k
(t), (A6)

where we have used the fact that

ρ̃n⃗±1⃗k
(t) = T

f̃ nk±1
k (t, 0)

Zk(nk ± 1)
√
(nk ± 1)!

×
⎛

⎝
∏
j≠k

f̃ n j
j (t, 0)

Zj(nj)
√

nj!
⎞

⎠
F̃(t, 0)ρS(0) (A7)

and

𝜚̃n⃗−1⃗k+1⃗k′
(t) = T

f̃ nk−1
k (t, 0)

Zk(nk − 1)
√
(nk − 1)!

×
f̃ nk′+1

k′ (t, 0)

Zk′(nk′ + 1)
√
(nk′ + 1)!

×
⎛

⎝
∏

j∉{k,k′}

f̃ n j
j (t, 0)

Zj(nj)
√

nj!
⎞

⎠
F̃(t, 0)ρ(0)S (A8)

for k′ ≠ k. From Eqs. (A1), (A4), and (A6),

∂

∂t
𝜚̃n⃗(t) =∑

k
nkγkk𝜚̃n⃗(t)

+∑
k′≠k

z−1
k,nk

zk′ ,nk′+1

√
nk(nk′ + 1)γkk′ 𝜚̃n⃗−1⃗k+1⃗k′

(t)

+∑
k

z−1
k,nk

√
nk(ckQ̃>S (t) − c̄kQ̃<S (t))𝜚̃n⃗−1⃗k

(t)

−∑
k

zk,nk+1
√

nk + 1Q̃×S (t)𝜚̃n⃗+1⃗k
(t). (A9)

Thus, to capture the exact open quantum dynamics, it is necessary to
follow the dynamics of all auxiliary density matrices that define the
EDO.

We define an extended density operator (EDO) as a collection
of these auxiliary density matrices. We arrange these matrices as a
vector of matrices ∣𝜚̃(t)⟩ = ∑n⃗ 𝜚̃n⃗(t)∣n⃗⟩ in a basis {∣n⃗⟩ ≡ ∣n1⟩⊗ ⋅ ⋅ ⋅ ⊗

∣nk⟩⊗ ⋅ ⋅ ⋅ ⊗ ∣nK⟩} such that 𝜚̃n⃗(t) = ⟨n⃗∣𝜚̃(t)⟩. The physical system’s
density matrix corresponds to 𝜚̃0⃗(t) ≡ ρ̃S(t). In this space, we can

define the creation α†
k and annihilation αk operators associated with

the kth feature of the bath such that

α̂†
k ∣nk⟩ =

√
nk + 1∣nk + 1⟩, α̂k∣nk⟩ =

√
nk∣nk − 1⟩, (A10)

and [α̂k, α̂†
k′] = δk,k′ , n̂k = α̂†

k α̂k. We define a metric operator for the
k-bexciton as ẑk∣nk⟩ = zk,nk ∣nk⟩. Hence,

⟨n⃗∣ẑ−1
k α̂†

k ∣𝜚̃(t)⟩ = z−1
k,nk

√
nk⟨n1 ⋅ ⋅ ⋅ (nk − 1) ⋅ ⋅ ⋅nK ∣𝜚̃(t)⟩

= z−1
k,nk

√
nk𝜚̃n⃗−1⃗k

(t), (A11)

⟨n⃗∣α̂kẑk∣𝜚̃(t)⟩ = zk,nk+1
√

nk + 1⟨n1 ⋅ ⋅ ⋅ (nk + 1) ⋅ ⋅ ⋅nK ∣𝜚̃(t)⟩

= zk,nk+1
√

nk + 1𝜚̃n⃗+1⃗k
(t), (A12)

and

⟨n⃗∣ẑ−1
k α̂†

k α̂k′ ẑk′ ∣𝜚̃(t)⟩

= z−1
k,nk

zk′ ,nk′+1

√
nk(nk′ + 1)

× ⟨n1 ⋅ ⋅ ⋅ (nk − 1) ⋅ ⋅ ⋅ (nk′ + 1) ⋅ ⋅ ⋅nK ∣𝜚̃(t)⟩

= z−1
k,nk

zk′ ,nk′+1

√
nk(nk′ + 1)𝜚̃n⃗−1⃗k+1⃗k′

(t). (A13)

Inserting Eqs. (A11)–(A13) into Eq. (A9), we obtain

∂

∂t
⟨n⃗∣𝜚̃(t)⟩ =∑

kk′
γkk′⟨n⃗∣ẑ

−1
k α̂†

k α̂k′ ẑk′ ∣𝜚̃(t)⟩

−∑
k

Q̃×S (t)⟨n⃗∣α̂kẑk∣𝜚̃(t)⟩

+∑
k
(ckQ̃>S (t) − c̄kQ̃<S (t))⟨n⃗∣ẑ

−1
k α̂†

k ∣𝜚̃(t)⟩. (A14)

Since the equation must be valid for arbitrary ∣n⃗⟩,

∂

∂t
∣𝜚̃(t)⟩ =∑

kk′
γkk′ ẑ

−1
k α̂†

k α̂k′ ẑk′ ∣𝜚̃(t)⟩

−∑
k

Q̃×S (t)α̂kẑk∣𝜚̃(t)⟩

+∑
k
(ckQ̃>S (t) − c̄kQ̃<S (t))ẑ

−1
k α̂†

k ∣𝜚̃(t)⟩. (A15)

To obtain the final EQME, we only need to express Eq. (A15)
in the Schrödinger picture. Since the interaction picture is only
for the physical system, and not for the introduced bexcitons,
the procedure just requires changing the system operators to the
Schrödinger and recovering the systematic dynamics due to the
system’s Hamiltonian. In the Schrödinger picture,

∂

∂t
∣𝜚(t)⟩ = (−iH×S +

K

∑
k=1

Dk)∣𝜚(t)⟩, (A16)

where

Dk =∑
k′
γkk′ ẑ

−1
k α̂†

k α̂k′ ẑk′ + (ckQ>S − c̄kQ<S )ẑ
−1
k α̂†

k −Q×S α̂kẑk (A17)

are the dissipators in the dynamics. This yields Eqs. (12) and (13) in
the main text.
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