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Establishing the fundamental chemical principles that govern molecular electronic
quantum decoherence has remained an outstanding challenge. Fundamental questions
such as how solvent and intramolecular vibrations or chemical functionalization
contribute to the decoherence remain unanswered and are beyond the reach of state-
of-the-art theoretical and experimental approaches. Here we address this challenge
by developing a strategy to isolate electronic decoherence pathways for molecular
chromophores immersed in condensed phase environments that enables elucidating
how electronic quantum coherence is lost. For this, we first identify resonance Raman
spectroscopy as a general experimental method to reconstruct molecular spectral
densities with full chemical complexity at room temperature, in solvent, and for
fluorescent and non-fluorescent molecules. We then show how to quantitatively capture
the decoherence dynamics from the spectral density and identify decoherence pathways
by decomposing the overall coherence loss into contributions due to individual
molecular vibrations and solvent modes. We illustrate the utility of the strategy by
analyzing the electronic decoherence pathways of the DNA base thymine in water. Its
electronic coherences decay in ∼30 fs. The early-time decoherence is determined by
intramolecular vibrations while the overall decay by solvent. Chemical substitution of
thymine modulates the decoherence with hydrogen-bond interactions of the thymine
ring with water leading to the fastest decoherence. Increasing temperature leads to faster
decoherence as it enhances the importance of solvent contributions but leaves the early-
time decoherence dynamics intact. The developed strategy opens key opportunities to
establish the connection between molecular structure and quantum decoherence as
needed to develop chemical strategies to rationally modulate it.
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Chemistry builds up from the idea that molecular structure determines the chemical and
physical properties of matter. This principle guides the modern design of molecules for
medicine, agriculture, and energy applications. However, chemical design principles have
mostly remained elusive for emerging quantum technologies that exploit the fleeting but
transformative properties of quantum coherence responsible for the wave-like interference
of microscopic particles. Specifically, currently, it is not understood how chemical
structure should be modified to rationally modulate quantum coherence and its loss
(1, 2).

To leverage Chemistry’s ability to build complex molecular architectures for the
development of next-generation quantum technologies, there is a critical need to identify
methods to tune quantum coherences in molecules and better protect them from
quantum noise (or decoherence) that arises due to uncontrollable interactions of the
molecular degrees of freedom of interest with its quantum environment (3–6). Protecting
and manipulating molecular coherences is also necessary to unshackle chemical processes
from the constraints of thermal Boltzmann statistics, as needed to enhance molecular
function through coherence (7), develop novel routes for the quantum control of chemical
dynamics (8, 9), and the design of optical spectroscopies with enhanced resolution
capabilities (10, 11).

In particular, electronic coherences generated by photoexcitation with ultrafast laser
pulses in single-molecules and molecular arrays have received widespread attention
(12, 13). These coherences dictate the photoexcited dynamics of molecules and, as such,
play a pivotal role in our elementary description of photochemistry, photophysics, charge
and energy transport, and in our understanding of vital processes such as photosynthesis
and vision (14–22). These coherences decay on ultrafast (femtosecond) timescales due
to the interaction of the electronic degrees of freedom with intramolecular vibrational
modes and solvent (23–27). Despite considerable experimental and theoretical efforts
to study electronic decoherence in molecules (12, 23, 24, 27–34), its basic chemical
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principles are still not understood. For instance, how does
electronic coherences in, say, the DNA base thymine decohere
in water? How do the different vibrations in the molecule and
solvent contribute to the overall coherence loss and which one
is dominant? How do chemical functionalization and isomerism
influence the different contributions to the overall decoherence?
Addressing these basic questions requires a general strategy to
connect chemical structure of both molecule and solvent to
quantum decoherence phenomena.

From an experimental perspective, the task requires a method
that enables the decomposition of the overall decoherence into
individual contributions by chemical groups. This is beyond
what can be done using optical absorption or fluorescence
(35), photon-echo (28–30), and even multidimensional laser
spectroscopies (12). To varying extents, these techniques en-
able characterizing the overall decoherence time scale and the
molecular Hamiltonian, but do not offer means to disentangle
the contributions by specific functional chemical groups.

From a theory perspective, the challenge is that accurately
capturing the decoherence requires a fully quantum quantitative
description of the energetics and dynamics of the molecule
in its chemical environment, and the computational cost of
doing so increases exponentially with the size of the molecule
and the environment. For this reason, most of our theoretical
understanding of decoherence arises from model problems that,
while extremely useful, do not fully capture the complexities of

realistic chemical systems (36, 37). For instance, recent efforts
to quantify electronic decoherence by explicitly propagating
multidimensional quantum dynamics of molecules have so far
been limited to systems at zero temperature and in vacuum
(23, 26, 38–41), and thus are not informative of quantum
decoherence in solvent and other condensed phase environments.
In turn, efforts to include the influence of thermal environments
implicitly through numerically exact quantum master equations,
such as the HEOM (42, 43) and TEMPO (44), have thus far
been mostly limited to simple models that do not necessarily
capture the complexity of chemical environments (45–47).

Specifically, in quantum master equations the interaction be-
tween the molecular chromophore and its thermal environment
is characterized by a spectral density, J(!) (48), which quantifies
the frequencies of the nuclear environment,!, and their coupling
strength with the electronic excitations. Unfortunately, the
quantitative determination of J(!) has remained elusive to theory
(49–55), and its experimental characterization is limited (56–60).
For this reason, most studies of molecular decoherence based on
quantum master equations rely on simple models of the spectral
density that do not capture the interactions of realistic chemical
problems (45–47).

Here we introduce a general strategy to quantitatively charac-
terize the electronic decoherence dynamics of molecules in real-
istic chemical environments and to map decoherence pathways;
see Fig. 1. The strategy is based on reconstructing the spectral

B A C

Fig. 1. Mapping electronic decoherence pathways. (A) Photoexcitation of molecules creates electronic superposition states with coherences that decay on
ultrafast timescales due to interactions of the electronic chromophore with the surrounding nuclei (solvent and intramolecular vibrations). Here we advance
a method to quantify the overall decoherence and decompose it into contributions due to specific vibrational modes (B) and solvent (C), thus establishing
decoherence pathways that link chemical structure with quantum decoherence. This is done by extracting the highly structured spectral densities for solvated
molecules directly from resonance Raman experiments and using the theory of decoherence functions to isolate individual contributions by solvent and
vibrational modes. The strategy opens exciting opportunities to unlock the chemical principles of electronic quantum decoherence.
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density J(!) from resonance Raman experiments (11, 61) and
decomposing the overall coherence decay into contributions by
individual vibrational and solvent modes. Using this strategy,
we can now address previously inaccessible questions, such as
the interplay of solvent and vibrational contributions and the
influence of chemical substitution on quantum decoherence. The
reconstructed spectral densities open opportunities to investigate
molecular decoherence dynamics in realistic chemical environ-
ments using state-of-the-art methods in quantum dynamics.
Further, the overall strategy connects chemical structure to
quantum decoherence dynamics and opens unique opportunities
to develop the chemical principles of quantum decoherence.

Quantum Decoherence Basics
Quantum coherences are usually defined as the off-diagonal
elements of the density matrix �(t) expressed in a given basis.
For molecular quantum dynamics, it is useful to think about
coherences in the energy basis �eg(t) = 〈e| �(t) |g〉 between
an electronic ground |g〉 and excited state |e〉 as they lead to
quantum beatings (10) that are visible in laser spectroscopies.
During decoherence electronic superposition states with density
matrix � = | 〉〈 |, where | 〉 = cg |g〉 + ce |e〉, decay to a
statistical mixture of states �(t) = pg |g〉 〈g| + pe |e〉 〈e| where
pi ≥ 0 are the state populations. This decay is ubiquitous and
arises due to the interaction of the electrons with the surrounding
nuclei (vibrations, torsions, and solvent) (62–64).

At zero temperature, electronic decoherence is understood as
arising due to nuclear wavepacket evolution in alternative poten-
tial surfaces (23, 31–34, 65–67). In this view, the wavefunction
of electrons and their nuclear environment is in an entangled
state |Ψ(t)〉 = |g〉 |�g(t)〉+ |e〉 |�e(t)〉, where |�n〉 is the nuclear
wavepacket evolving in the ground n = g or excited n = e
potential energy surfaceEn(x) and {x} are the nuclear coordinates.
In this case, the electronic coherences �eg(t) = 〈�e(t)|�g(t)〉
decay with the overlap between the nuclear wavepackets in the
ground and excited state. At finite temperatures T , for early
times t (24, 65, 66, 68) the electronic coherences |�eg(t)|2 =
|�eg(0)|2 exp (−t2/�2

eg) decay like a Gaussian with a time scale
�eg = ℏ√

〈�2Eeg 〉
dictated by fluctuations of the energy gap

Eeg(x) = Ee(x)− Eg(x) due to thermal or quantum fluctuations
of the nuclear environment. At high temperatures, �eg = ℏ

√
skBT

is simply connected to the Stokes shift s (the difference between
positions of the maxima of absorption and fluorescence due to a
given electronic transition).

Reconstructing Spectral Densities from
Resonance Raman

We first note that J(!) can be reconstructed from resonance
Raman (RR) spectroscopy as this technique provides detailed
quantitative structural information about molecules in solution.
While RR experiments are routinely used to investigate the vibra-
tional structure and photodynamics of molecules (69–71), their
utility for decoherence studies had not been appreciated before.
A leading technique used to reconstruct J(!) for molecules
is difference fluorescence line narrowing spectra (ΔFLN) (56–
60, 72). The advantage of RR over ΔFLN is that it can be used in
both fluorescent and non-fluorescent molecules (73–76) (instead
of only fluorescent), in solvent (instead of glass matrices), at
room temperature (instead of cryogenic temperatures), and that

it offers the possibility of varying the nature of the solvent and
the temperature.

In RR spectroscopy, incident light EL of frequency! chosen to
be at resonance with an electronic transition is scattered inelasti-
cally, yielding a Stokes and an anti-Stokes signal ES that changes
the molecular vibrational state. In contrast to non-resonance
Raman where selection rules restrict the transitions to vibrational
modes that change the molecular polarizability, in RR all vibra-
tional modes that are coupled to the electronic transition yield
a signal (77). The theory of RR cross sections (see SI Appendix
and refs. 11 and 78–81) is based on a two-surface molecular
model, with Hamiltonian HM = Hg | g〉〈 g| + He |e〉〈e|. Here,

Hg =
∑

�

(
p2
�

2m� + 1
2m�!

2
�x

2
�

)
is the ground-state state nuclear

Hamiltonian, where x� and p� are the position and momentum
operators of the �-th mode of effective mass m� and frequency
!� . In turn, the excited potential energy surface consists of
the same set of nuclear modes but displaced in conformational
space, i.e.,He = ℏ!eg+

∑
�

(
p2
�

2m� + 1
2m�!

2
� (x� − d�)2

)
where

ℏ!eg is the electronic excitation energy. The displacement along
the �-th mode, d� , determines the strength of the electron–
nuclear coupling as measured by the Huang-Rhys factor S� =
1

2ℏm�!�d
2
� or reorganization energy �� = ℏS�!� . The overall

Stokes shift s is determined by s = 2� = 2
∑

� �� , where � is
the overall reorganization energy.

The RR experiments yield the frequencies of the vibrational
modes {!�} and also the Huang-Rhys factors S� which are
extracted by fitting the signal to the RR cross section (11, 78–81).
The analysis also yields contributions due to solvent, and other
(sub 200 cm−1) nuclear modes that cannot be experimentally
resolved, to the overall line shape and Stokes shift which are
captured by an overdamped oscillator with correlation time
1
Λ and reorganization energy �0 (82). The procedure that is
routinely done to extract these parameters is detailed in SI
Appendix.

This information is exactly what is needed to reconstruct
the spectral density of molecules in solvent with full chemical
complexity. In this case, the spectral density consists of a broad
low-frequency feature J0(!) describing the influence of solvent
and a series of discrete high-frequency peaks J�(!) (� = 1, ..., N )
due to interaction of the chromophore with intramolecular
vibrational modes. The basic functional forms for the spectral
density have been isolated through physical models in which the
thermal environment is described as a collection of harmonic
oscillators (the so-called Brownian oscillator model) (11). This
yields,

J(!) =
N∑
�=0

J�(!), where

J�(!) =
2
�
��!2

�
!
�

(!2
� − !2)2 + !2
2

�
,

[1]

and {
−1
� } are the vibrational lifetimes. The solvent spectral

density can be adequately modeled via a Drude–Lorentz func-
tional form J0(!) = 2

��0
!Λ

!2+Λ2 which arises from J�(!) when
the lifetimes are short (i.e. when !�/
� � 1). Thus, all the
parameters defining the spectral density can be extracted from
the RR experiments. While the specific value of 
� cannot be
directly resolved using RR, its value plays no significant role in
electronic decoherence as vibrational relaxation occurs on much
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longer time scales for physical values of ℏ
� ∈ (1, 20) cm−1 (SI
Appendix, Fig. S1) (49, 83, 84).

The spectral densities that can be extracted from RR are due
to “pure dephasing” processes where there is no net exchange
of energy between the system and the environment. That is, for
processes in which the environment does not lead to electronic
transitions or relaxation. In molecules, these pure dephasing
processes have been the subject of intense interest as they typically
occur in time scales that are much faster than the overall relaxation
and dominate the decoherence dynamics (85, 86).

Naturally, this J(!) reconstruction is limited by experimental
constraints and the scope of validity of the displaced harmonic
oscillator model. For instance, internal conversion due to conical
intersections occurring on time scales comparable or faster than
the dephasing, or unresolvable electronic state congestion, will
invalidate the analysis. In addition, anharmonicities, frequency
shifts and Duschinsky rotations (mode mixing) in the potential
energy surfaces can introduce additional time scales to the
decoherence that are beyond the displaced harmonic oscillator
model (23, 32). However, numerical evidence thus far suggests
that their influence occurs on time scales that are much slower
than the overall dephasing in the condensed phase and thus they
are expected to play a minor role (23, 32, 87).

Decoherence Pathways
Once a spectral density is extracted from RR experiments, the task
is then to use it to capture the realistic quantum dynamics of the
molecular chromophore. The challenge is that the computational
cost of doing so increases exponentially with the number of
features N + 1 in the environment.

Second, we note that pure-dephasing processes occurring in
thermal harmonic environments admit an exact solution without
explicit propagation. In this case (62, 88, 89), the decay of
the off-diagonal elements of the density matrix |�eg(t)| =
|�eg(0)| exp[−Γ(t)] is determined by the decoherence function

Γ(t) =
1
ℏ

∫
∞

0
d! J(!) coth

(
ℏ!

2kBT

)
1− cos(!t)

!2 , [2]

where kBT is the thermal energy. Thus, computing the deco-
herence dynamics amounts to accurately calculating Γ(t) via
numerical integration thus avoiding explicit time propagation
of �(t).

Third, remarkably, in this context, it is possible to extract
decoherence pathways in molecules by decomposing the overall
decoherence into contributions due to solvent and specific
vibrational modes. Inserting Eq. 1 into Eq. 2 leads to a
decomposition of the decoherence function Γ(t) =

∑N
�=0 Γ�(t)

into individual contributions by specific nuclear modes

Γ�(t) =
1
ℏ

∫
∞

0
d!J�(!) coth

(
ℏ!

2kBT

)
1− cos(!t)

!2 . [3]

Alternative methods to recover the overall decoherence time such
as photon-echo experiments (28–30), optical absorption cross-
section (35) and even 2D electronic spectroscopy (12) cannot
decompose the overall signal into contributions by solvent and
specific vibrational modes. This unique aspect of our strategy
opens a remarkable opportunity to develop chemical insights
on decoherence dynamics by isolating contributions due to
particular nuclear modes.

Electronic Decoherence in a DNA Nucleotide
Spectral Density and Overall Decoherence. To illustrate the
power of the strategy, based on a RR analysis by Loppnow
(90–92) we have reconstructed the spectral density for a DNA
nucleotide (thymidine 5′-monophosphate), see Fig. 2, in water
at 298 K and used it to scrutinize its decoherence dynamics.
Fig. 3 shows the reconstructed spectral density and the overall
decoherence dynamics. The parameters used to reconstruct the
spectral density are listed in SI Appendix, Table S1. The spectral
density (Fig. 3A) consists of a broad low-frequency feature
(blue line, Inset) due to solvent and several sharp peaks due
to intramolecular vibrations. The overall decoherence (Fig. 3B,
red line) shows an initial Gaussian decay profile, followed by a
partial recurrence at ∼20 fs and a complete decay of coherence
in∼30 fs. The Gaussian feature of the decoherence is a universal
feature of initially separable system-bath states (24) and can be
seen as arising due to the quantum Zeno effect. The recurrence
signals the partial recovery of the nuclear wavepacket overlap
| 〈�e(t)|�g(t)〉| due to the wavepacket dynamics in the excited
state potential energy surface (23).

It is known that this DNA nucleotide also exhibits internal
conversion due to the presence of a conical intersection. Such
dynamics occurs on time scales of 100s of fs (93, 94) that are
significantly longer than those required for the pure dephasing
process to complete. This disparity in time scales makes the pure
dephasing analysis to remain applicable even in the presence of
such non-radiative electronic transitions.

Decoherence Pathways. To understand the role of solvent and
intramolecular vibrations on the decoherence, Fig. 3B shows
the contributions due to solvent (blue line), vibrations (dashed
line), and solvent plus specific vibrational modes (yellow and
orange lines). As shown, the early-time decoherence dynamics
is dominated by vibrational contributions while the overall
coherence decay is dictated by the solvent. Out of all vibrational
modes in the molecule, we find that the mode at 1,663 cm−1,
plays the most important role. In fact, taking into account the
solvent and just three peaks due to intramolecular vibrations
(at 1,663 cm−1, 1,376 cm−1 and 1,243 cm−1) accounts for
most of the decoherence dynamics (yellow line). Overall, these
results demonstrate the close interplay between solvent and
intramolecular vibrations in the decoherence dynamics.

Normal Mode Analysis. To understand the nature of the in-
tramolecular vibrational modes most responsible for the de-
coherence, we have modeled the resonance Raman spectra
using time-dependent density functional theory (TD-DFT)

Fig. 2. Molecular structure of DNA base thymine (T) its nucleoside (T + S)
and nucleotide (T + S + P).
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A

B

Fig. 3. Decoherence dynamics of thymine nucleotide in water at 298 K. (A)
Spectral density J(!) reconstructed from RR experiments in refs. 90–92 with a
vibrational damping factor ℏ
 = 4 cm−1. (B) Electronic decoherence (red line)
and its contributions due to solvent (blue line) and intramolecular vibrations
(dashed line). The remaining curves depict decoherence due to solvent plus
selected vibrational modes (orange: 1,663 cm−1; yellow: 1,663 cm−1 + 1,376
cm−1 + 1,243 cm−1).

(95–98) (computational details are included in the Materials and
Methods). To keep the computations tractable, we focus on the
RR spectra of thymine as the spectral features of the nucleoside
and nucleotide are nearly identical (90–92) and thus vibrational
assignments in thymine are expected to also apply in the other two
cases. Quantitative agreement between theory and experiment is
obtained by including four explicit water molecules in the first
solvation shell that are an active part of the vibrational motion
of the molecule in its microsolvated environment and that are
significantly coupled to the electronic transition.

The experimental and computed RR spectra are shown in
SI Appendix, Fig. S3. The excellent agreement between theory
and experiments enables us to make vibrational assignments to
all the peaks in the spectral density. Fig. 4 details the frontier
molecular orbitals for the electronic transition sampled by the
RR experiment and the four normal modes responsible for the
most prominent peaks in the spectral density (orange/yellow
peaks in Fig. 3A). SI Appendix, Table S6 details the computed
frequencies/Huang–Rhys factors for all 75 normal modes in
the complex and SI Appendix, Fig. S4 provides an animation
of the 10 normal modes most responsible for decoherence.
The normal modes that contribute most importantly to the
electronic decoherence are those that generate distortion around
the thymine ring and/or the carbonyl bonds where the frontier
orbitals involved in the electronic transition are located.

Temperature Dependence. To understand the role of tempera-
ture in electronic decoherence, we repeated the analysis in the
283–313 K range every 5 K while taking into account that for

A

B

Fig. 4. (A) Frontier molecular orbitals for thymine and (B) vibrational normal
modes most important for electronic decoherence. HOMO/LUMO stand
for highest occupied/lowest unoccupied molecular orbital. The computed
normal modes account to the three most prominent peaks in the spectral
density in Fig. 3. The color convention is as follows: carbon (black), hydrogen
(white), nitrogen (cyan), and oxygen (red).

harmonic environments J(!) is temperature independent. The
results in Fig. 5 show that solvent effects become increasingly
more important with temperature. In turn, the vibrational
contributions (Fig. 5B) remain unaltered because thermal energy
does not excite the vibrational modes that dictate decoherence.
For this reason, the early-time decoherence dynamics is ap-
proximately independent of temperature as it is controlled by
vibrational motion, while the overall decay is accelerated with
increasing temperature leading to a reduction in the visibility
of the coherence recurrence at ∼20 fs. Additional experiments
are needed to isolate the importance of emergent temperature
dependence of J(!) that can arise from differences in the
mapping of chemical environments to harmonic models with
varying temperature.

Early Time Decoherence. Recent efforts to understand electronic
decoherence in molecules have focused on the influence of
vibrational motion upon photoexcitation at 0 K (23, 26, 38–
41). Figs. 3 and 5 show that this strategy accurately captures
the early time coherence decay, which is dominated by high-
frequency vibrations, but will not be able to correctly capture
the overall coherence loss, which requires taking into account the
solvent and the temperature dependence of the decoherence.

A useful formula for electronic decoherence time scales
arises by focusing on early times, which yield a Gaussian
decay |�eg(t)| = |�eg(0)|e−t

2/�2
d (24, 31, 65). For harmonic
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A

B

Fig. 5. Temperature dependence of the electronic decoherence for thymine
nucleotide in water. (A) Full decoherence and (B) contributions due to
vibrations only.

environments, �−2
d = 1

2ℏ
∫
∞

0 d! J(!) coth
(

ℏ!
2kBT

)
= ℏ√

〈�2Eeg 〉
as can be seen by expanding the decoherence function Γ(t) in
Eq. 2 up to second order in time. Fig. 5A contrasts the exact
decoherence dynamics with this Gaussian form (dashed line).
As shown, this simple estimate accurately captures the early time
decay but does not capture possible recurrences and overestimates
the overall decoherence by a factor of ∼2. Thus, such formulas
are useful to understand the early stages of decoherence but
exaggerate the decoherence rate for electrons in molecules.

Nevertheless, to capture the electronic decoherence for
molecules immersed in solvent and other condensed phase
environments, Fig. 5 underscores the utility of the simple
Gaussian estimate as it captures the early-time decoherence
dynamics correctly while avoiding explicitly solving the quantum
dynamics. By contrast, computationally expensive efforts to
capture the decoherence based on propagating the correlated
quantum dynamics of electrons and nuclei at 0 K using Multi
Configurational Time-Dependent Hartree (MCTDH) (26, 38,
39, 41, 99, 100) are only relevant for early times where finite
temperature effects due to solvent do not play a role. Fig. 5 shows
that this early-time region of the decoherence can be accurately
captured while avoiding propagating the quantum dynamics all
together.

Effect of Chemical Substitution. How does varying chemical
structure influences quantum coherence loss? To address this
question, we reconstructed the spectral densities of thymine
(T), its nucleoside (T + sugar (S)) and nucleotide (T + S +

A

B

C

Fig. 6. Effect of chemical substitution on electronic decoherence. (A) Full
electronic decoherence for the series (Fig. 2). (B) Electronic decoherence due
to vibrations only. (C) Electronic decoherence due to solvent only. Spectral
densities were reconstructed from data in refs. 90 and 92.

phosphate (P)) in water at 298 K from RR data in refs. 90 and
92. Fig. 6 details the overall decoherence and the contributions
of intramolecular vibrations and solvent to the decoherence in
this series, and Fig. 2 their chemical structure. The reconstructed
J(!) for thymine and its nucleoside, as well as all the needed
parameters, are included in SI Appendix, Fig. S2 and Tables S2
and S3, respectively.

Surprisingly, the overall decoherence in thymine is the fastest,
even when it is the smallest and least polar molecule in the set
and admits fewer possible hydrogen-bond interactions with the
solvent. This can be rationalized by noting that the electronic
excitation is localized in the thymine ring (Fig. 4) and thus
interactions with the solvent with atoms in this area are expected
to have the strongest impact on the decoherence. In fact, in T the
N–H termination in the ring, which is absent in T + S and T +
S + P, strongly interacts with water through hydrogen bonding
(101), accelerating the overall decoherence.

Coherence recurrences are prominent in T+S because solvent-
induced decoherence is the slowest in this case (Fig. 6C ). By con-
trast, T shows no recurrences due to ultrafast decoherence due to
the solvent. Fig. 6B details the decoherence due to intramolecular
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vibrations. The trend for the early time decoherence due to
vibrations is opposite to the overall behavior with T showing
the slowest decoherence, followed by T + S + P and then T + S.
Thus, the overall decoherence trends in Fig. 6A are due to both
contributions of solvent and intramolecular vibrations, even at
early times.

Conclusions
In conclusion, we have advanced a strategy that can be used to
establish the chemical principles that underlie electronic quantum
coherence loss in molecules. Previously inaccessible fundamental
questions such as how chemical functionalization or solvent
character contribute to the overall electronic decoherence, or
how to develop chemical strategies to rationally modulate the
decoherence can now be systematically addressed. The strategy is
based on reconstructing spectral densities from resonance Raman
experiments on molecular chromophores in solvent, and using
the theory of decoherence functions to decompose the overall
decoherence dynamics into contributions by individual solvent
and vibrational modes, thus establishing decoherence pathways
in molecules.

Using this strategy we were able to scrutinize the electronic
decoherence dynamics of the DNA base thymine in room
temperature water. In this case, the decoherence occurs in ∼20–
30 fs with the early stages dictated by intramolecular vibrations,
while the overall decoherence time due to interactions with
solvent. Chemical substitution of the thymine with sugar and
sugar phosphate reveals a recurrence in the coherence dynamics
that is suppressed by hydrogen bonding between thymine
and water. The vibrational modes most responsible for the
decoherence are those that distort the thymine ring and carbonyl
bonds. Increasing the temperature accelerates the contributions of
solvent to the decoherence but leaves the early-time decoherence
dynamics intact. For pure-dephasing, this early stage of the
decoherence is accurately captured by the theory of decoherence
time scales (24, 65, 66, 68) which does not require propagating
the quantum dynamics.

We envision the application of this strategy to elucidate the
role of diverse chemical and biological environments to the
decoherence, and to establish decoherence pathways for localized
and delocalized, spin-specific and charge-transfer electronic
excitations, and in molecules of varying size and rigidity. Further,
the extracted spectral densities will be of general utility to
characterize the dynamics of molecular chromophores with full
chemical complexity using quantum master equations (42–44)
of increasing sophistication, and to advance our computational

capabilities to accurately capture electron-nuclear interactions in
condensed phase environments (49–51, 55).

Materials and Methods
RR Spectra from TD-DFT. To compute the resonance Raman spectra for
thymine we adopted the following computational strategy. First, to determine
the solvation structure around thymine we used Autosolvate to create
microsolvated cluster structures (102). Using a two-layer ONIOM, we performed
a preliminary analysis of the normal modes of the microsolvated thymine. In the
ONIOM analysis (103, 104) the molecule was treated at a quantum mechanical
(QM) level while the solvent was captured through a classical force field. For
the QM computation we used Density Functional Theory (DFT) with the PBE0
functional and 6-311+G(d,p) as a basis. The normal mode analysis revealed four
water molecules that most strongly couple to the molecule. The geometry of the
thymine and the four water molecules were then optimized using DFT using
both PBE0/6-311+G(d,p) and CAM-B3LYP/6-311+G(d,p). The overall dielectric
environment was captured through a self-consistent reaction field (SCRF) (36)
as the polarizable continuum model. The XYZ coordinates of the optimized
geometries are shown in SI Appendix, Tables S4 and S5.

Using these structures, the resonance Raman spectra for thymine were
computed using the vertical gradient (98) approach. Ground state potential
energy surfaces were determined through DFT while electronic transitions and
excited-state gradients through time-dependent DFT (95–97). The solvent was
captured through the SCRF and the four explicit water molecules. The spectra was
computed using both PBE0/6-311+G(d,p) and CAM-B3LYP/6-311+G(d,p). All
computations were done using the Gaussian 16 simulation package (105). The
computed frequencies and Huang-Rhys factors for the 75 normal modes in the
complex are included in SI Appendix, Table S6. SI Appendix, Fig. S3 compares
the computed RR spectra with the experimental results in refs. 90 and 91.

Integration of the Decoherence Function. To accurately compute the
integral in Eq. 2 we employed the trapezoidal rule with a frequency step of
0.6 cm−1. Recognizing the integrand as even, to improve accuracy we extended
the integration to both negative and positive frequencies. The approach yields
<0.1% errors in solvent reorganization energy and <0.001% errors in the total
vibrational reorganization energy.

Data, Materials, and Software Availability. All study data are included in
the article and/or SI Appendix.
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