
PRX QUANTUM 3, 040308 (2022)
Editors’ Suggestion

Analog Quantum Simulation of the Dynamics of Open Quantum Systems with
Quantum Dots and Microelectronic Circuits

Chang Woo Kim ,1,2,* John M. Nichol ,3 Andrew N. Jordan,3,4 and Ignacio Franco 1,3,†

1
Department of Chemistry, University of Rochester, Rochester, New York 14627, USA

2
Department of Chemistry, Chonnam National University, Gwangju 61186, South Korea

3
Department of Physics, University of Rochester, Rochester, New York 14627, USA

4
Institute for Quantum Studies, Chapman University, Orange, California 92866, USA

 (Received 10 March 2022; revised 9 September 2022; accepted 15 September 2022; published 17 October 2022)

We introduce a general setup for the analog quantum simulation of the dynamics of open quantum sys-
tems based on semiconductor quantum dots electrically connected to an array of quantum RLC electronic
circuits. The dots are chosen to be in the regime of spin-charge hybridization to enhance their sensitivity to
the RLC circuits while mitigating the detrimental effects of unwanted noise. In this context, we establish an
experimentally realizable map between the hybrid system and a qubit coupled to thermal harmonic envi-
ronments of arbitrary complexity that enables the analog quantum simulation of open quantum systems.
We assess the utility of the simulator by numerically exact emulations that indicate that the experimental
setup can faithfully mimic the intended target even in the presence of its natural inherent noise. We fur-
ther provide a detailed analysis of the physical requirements on the quantum dots and the RLC circuits
needed to experimentally realize this proposal that indicates that the simulator can be created with exist-
ing technology. The approach can exactly capture the effects of highly structured non-Markovian quantum
environments typical of photosynthesis and chemical dynamics and it offers clear potential advantages
over conventional and even quantum computation. The proposal opens up a general path for effective
quantum dynamics simulations based on semiconductor quantum dots.
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I. INTRODUCTION

Open quantum systems refer to microscopic quantum
coherent systems that are coupled to a quantum environ-
ment. Computing the dynamics of open quantum systems
with high precision is a central challenge in chemistry,
physics, and quantum information science [1–3]. This is
because most quantum systems of physical interest are in
interaction with an environment that modulates its phys-
ical properties and introduces decoherence and relaxation
routes in the dynamics [4–6].

The challenge is particularly difficult when trying to
capture the effects of environments of relevance in chem-
istry (such as solvents, vibrations, protein scaffolds, poly-
mer matrices, and electromagnetic radiation) as needed,
for example, to develop better organic solar cells [7–9]
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or understand vital processes such as photosynthesis
[10–12] and vision [13–15]. These environments can
operate at disparate time scales with varying interaction
strengths to the system (thus highly structured), remember
the dynamical history of the system (thus non-Markovian),
and lead to both energy relaxation, loss of quantum coher-
ence, and environment-mediated interactions (thus many-
body).

Despite the success of a variety of approximate methods
[16–26], tackling this key problem exactly with conven-
tional computers remains a formidable task due to the
exponential scaling of the computational cost with system
size and bath complexity. Even for a quantum computer,
currently available machines and algorithms have been
shown to be able to capture the open quantum system
dynamics of simple models [27–30] but are unable to deal
with the structured environments encountered in chem-
istry. The accurate modeling of this class of problems
would require a large number (approximately 105–107) of
entangled qubits [31,32], which is a desirable but currently
unreachable goal.

An attractive alternative is analog quantum simula-
tion [33–36], which does not require a scalable quantum
computer. In this approach, instead of trying to solve the
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Liouville–von Neumann equation using digital compu-
tation, the problem of physical interest is mapped onto
a highly controllable experimental setup and nature is
allowed to do the simulations. However, not all exist-
ing setups can be used for open quantum systems, partly
because it is challenging to model the effect of the quantum
environment on the system of interest. Current approaches
in quantum simulation [37–39] mimic the environment
by simply introducing classical noise. This approach can
yield an apparent loss of coherence but fails to cap-
ture energy relaxation through spontaneous emission and
other unique quantum features of the environment and its
dynamics [40,41]. Interesting proposals to generate dis-
sipation with classical noise [42] are only valid thus far
for weak system-bath interactions. Thus, there is a critical
need to develop general methods to simulate the effects of
complex quantum environments.

In this paper, we develop the theory of a new simulator
architecture for open quantum system dynamics harness-
ing semiconductor quantum dots and quantum electronic
circuits (see Fig. 1). We focus on environments that can
be described by a collection of harmonic oscillators, such
as photonic and phononic environments. This class of
environments is widely applicable because any system-
environment problem can be rigorously mapped onto a
system linearly coupled to an oscillator environment, pro-
vided that the interaction can be dealt with to second order
in perturbation theory [43]. Makri has further argued that
this is a common situation in the thermodynamic limit
when the system-environment coupling is diluted over a
large number of degrees of freedom [44].

To model the system, we propose the use of gate-defined
semiconductor quantum dots (QDs) [45,46], as they enable
the design of highly configurable and coherent quantum

systems. These QDs are created by lithographically fab-
ricating nanoscale electrodes on the surface of semicon-
ductor interfaces (e.g., GaAs-AlGaAs or Si-SiGe) hosting
a two-dimensional electron gas at cryogenic temperatures.
Through applied voltages on the electrodes, one can create
electrostatic potential wells that act as QDs for electrons
(Fig. 2) with a well-defined spectrum of discrete elec-
tronic energy levels. Through gate voltages, the shape
and depth of the QDs, the tunnel coupling between con-
secutive QDs, and the number of confined electrons can
be precisely manipulated [Figs. 2(b) and 2(c)]. State-of-
the-art experiments using QDs involve the manipulation
of up to nine QDs in a linear geometry [47,48]. Recent
experimental achievements include quantum teleportation
between distant electron spins [49] and rapid shuttling of
a single electron across a large QD array [47], all demon-
strating the high controllability of the QD platform. These
technical advances have positioned QDs as an excellent
candidate for analog quantum simulation. In fact, QDs
have been proposed as simulators of simple chemical reac-
tions [50] and used to simulate strongly correlated electron
systems [51,52]. Our proposed QD-based scheme to simu-
late open quantum systems complements these efforts and
has unique advantages over related proposals based on
superconducting qubits [35,53] and ion traps [36].

To model the environment, we introduce the concept
of a quantum bath synthesizer (QBS) that is composed
of arrays of quantum electronic circuits [Fig. 1(e)]. The
approach is based on cooling RLC circuits until they
behave like dissipative quantum mechanical oscillators. By
judiciously controlling the resistance (R), inductance (L),
and capacitance (C) of the circuits, the frequency, quan-
tum fluctuations, and relaxation of each oscillator can be
tailored. By considering an array of them with different

(a) (b)

(c)

(d)

(e)

FIG. 1. Schematic of the proposed quantum simulator of open quantum systems based on quantum dots (QDs) and microelectronic
circuits. The proposed setup is versatile enough to capture environments of chemical complexity such as those relevant in (a) energy
transport in photosynthetic complexes and charge transfer in solar cells. The (b) system energy levels and (c) spectral density of the
thermal environment are mapped into (d) gate-defined QDs and (e) a quantum bath synthesizer (QBS) composed of arrays of RLC
circuits.
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(a) (b)

(c)

(d)

FIG. 2. The semiconductor quantum dot setup. (a) A false-color scanning-electron micrograph of a double-quantum-dot (DQD)
device formed by plunger (blue) and barrier (green) gates. (b) The scheme of the device. (c) The electrostatic potential energy surface
along the current path [the black arrow in (a)]. (d) The eigenenergies of the DQD with two electrons for a given detuning εd and
magnetic field Bz .

frequencies, the physical system will act as a quantum bath
that can be tuned to mimic the dynamics and response
of thermal environments even of chemical complexity.
The use of the RLC degrees of freedom gives an analog
quantum simulator an advantage over digital approaches
that require many qubits to accurately represent a single
harmonic oscillator.

The strategy of using quantum circuits to introduce
dissipation in analog simulation has been suggested by
Mostame et al. [35,54] for flux qubits inductively coupled
to RLC circuits. In this proposal, however, the physical
proximity required for effective inductive coupling limits
the number of distinct circuit elements that can be cou-
pled to the qubit. Leppäkangas et al. [53] adapted the
idea for transmons electrically coupled to microwave res-
onators and proposed a scheme based on two-color driving
to reproduce Ohmic environments. However, the physical
requirements needed to capture environments of chemical
complexity remain unclear. Our proposal can be used to
model complex environments and is based on purely elec-
trical interactions between the QDs and the RLC circuits.
These electrical connections offer fast response times and
the ability to spatially separate the QDs from the QBS,
offering additional flexibility in designing the simulator
and controlling its parameters.

The proposed approach constitutes a general model-
ing strategy for open quantum systems based on QDs
that can be used to understand the operation of realistic
quantum devices, to engineer quantum environments that
enhance system function, to isolate qubits with enhanced
coherence properties, to understand elementary steps in
photosynthesis, and to test quantum control strategies in
the presence of quantum environments. As in conven-
tional simulation, the setup enables continuous tuning of
the Hamiltonian through external controls opening essen-
tial routes to understand properties of matter that are not

accessible to direct experimentation. In addition, it has the
advantage that the computational cost does not increase
with the complexity of the spectral density or in regimes
in which the quantum features of the environment become
increasingly important. The proposed strategy captures
dissipative effects to all orders in the system-bath coupling
and includes both Markovian and non-Markovian effects.

Specifically, in this paper we provide a strategy to build
an analog quantum simulator based on QDs for a qubit
coupled to a thermal environment of arbitrary complex-
ity. In Sec. II, we develop a rigorous mapping between
the target system and the quantum simulator. In Sec. III,
we use numerically exact emulations to examine simula-
tion accuracy even in the presence of experimental noise.
These emulations reveal clear operation conditions where
the simulator can accurately mimic the target dynamics. In
Sec. IV, we analyze the experimental requirements needed
for its realization and find that the building of such a simu-
lator is accessible to present-day technology. Last, in Sec.
V, we discuss how the proposed simulator can be used as a
building block for the general simulation of open quantum
systems. We summarize our observations in Sec. VI.

II. MAPPING OPEN QUANTUM SYSTEMS TO
HYBRID QUANTUM DOTS—QBS SYSTEMS

In developing a useful analog simulator, the key is to
isolate degrees of freedom of the QDs that offer customiz-
able energy-level structure and interact strongly with the
QBS but weakly with the natural environment (i.e., the
charge fluctuations and nuclear spins in the semiconduc-
tor) such that the simulator informs about the system of
interest. At the bath level, the key is to guarantee that the
QBS is customizable such that it can be used to model
a wide range of environments and that the interactions
between the QDs and the QBS accurately map into the
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physical interactions of interest. The QDs offer charge,
spin, and hybrid spin-charge (singlet-triplet configurations
of electron pairs) controllable degrees of freedom. Here,
we hypothesize that hybrid spin-charge approaches are
likely the most suitable, as they avoid the short coherence
time of charge and the weak interactions of spin.

A. Target Hamiltonian

We consider a general two-level quantum system that
consists of a ground state |g〉 and an excited state |e〉 in
interaction with a thermal bath. The target Hamiltonian
that we want to encode in the quantum simulator is of the
form

Ĥ = Ĥs ⊗ 1̂b + 1̂s ⊗ Ĥb + Ĥint, (1)

where Ĥs describes the system part, Ĥb the bath and Ĥint

their interaction, and 1̂s (1̂b) is the identity operator in the
system (bath) subspace. The general Hamiltonian for the
qubit is

Ĥs = �

2
σ̂z + ησ̂x, (2)

where � is the energy difference between the two states,
η is their coupling, and σ̂x = |e〉 〈g| + |g〉 〈e| and σ̂z =
|e〉 〈e| − |g〉 〈g| are the Pauli spin operators. In turn, the
bath consists of a collection of harmonic oscillators,

Ĥb =
∑

j

�ωj

(
â†

j âj + 1
2

)
, (3)

where â†
j and âj are the raising and lowering operators

of the j th mode with characteristic frequency ωj . For
the system-bath interaction, we consider the archetypical
spin-boson and displaced-harmonic-oscillator (or Frenkel-
Holstein) models, as they have been found to be useful
to describe a variety of problems. This includes quan-
tum impurity problems [55], quantum thermodynamics
[56], artificial light-matter coupling [57] for the spin-boson
coupling, and molecular photophysics such as the dynam-
ics of natural [58] and artificial chromophore aggregates
[59], photovoltaic materials [60], and electroluminescent
materials [61] for the displaced harmonic oscillator.

In both cases, the displacement of the collective bath
coordinate,

B̂ =
∑

j

�gj (â
†
j + âj ), (4)

leads to fluctuations in the system energy. That is, Ĥint =
Ŝ ⊗ B̂, where gj is the coupling strength of the j th mode
to the system. In the spin-boson model, Ŝ = σ̂z and the

ground and excited states are symmetrically affected. In
turn, in the displaced oscillator model, only the excited
state is affected and Ŝ = |e〉 〈e|. The influence of the har-
monic bath on the system is completely characterized by
its spectral density [43],

J (ω) =
∑

j

�g2
j δ(ω − ωj ), (5)

a quantity that summarizes the frequencies of the environ-
ment and the system-bath coupling strengths.

We suppose that at t = 0, the density matrix of the com-
posite system is factorizable, i.e., ρ̂(0) = ρ̂s(0) ⊗ ρ̂b(0),
where ρ̂s(t) is the reduced density matrix of the system and
ρ̂b(t) that of the bath. At initial time, the bath is taken to be
at thermal equilibrium at temperature T, i.e.,

ρ̂b(0) = exp(−Ĥb/kBT)

Tr[exp(−Ĥb/kBT)]
. (6)

The feasibility of the analog quantum simulation relies on
the ability to experimentally construct artificial systems
that faithfully mimic Ĥs, J (ω) and the initial conditions.
While the dynamics of interest often operate around room
temperature T ∼ 300 K, the QDs operate at cryogenic tem-
peratures TQS < 1 K. To establish a map, energies and time
scales need to be scaled according to the temperature ratio

γ = T
TQS

. (7)

The dynamics of the simulator will be γ times slower and
the characteristic energies 1/γ smaller than in the physi-
cal system. Given a useful mapping, this guarantees that
the effective dynamics and thermal-density matrices of the
simulator and its target coincide. This temperature scaling
factor can be used to map a wide range of target Hamil-
tonians to the setup and offers the additional advantage of
slowing down and thus increasing the time resolution of
the simulation with respect to direct experimentation in the
target system.

B. Mapping thermal environments to arrays of RLC
circuits

To emulate thermal environments, we consider arrays of
RLC circuits. The elementary unit is a parallel LC circuit
containing a coil with inductance L (the ability to oppose a
change in the electric current arising from electromagnetic
induction) and a capacitor with capacitance C (the abil-
ity to store charge at a given voltage). The total classical
Hamiltonian for the LC circuit is

HLC = Q2

2C
+ 
2

2L
, (8)

where Q is the charge stored in the capacitor and 
 is
the magnetic flux passing through the inductor. Equation
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(8) is identical to the Hamiltonian of a harmonic oscillator
of frequency �0 = 1/

√
LC and mass m = C if we simply

identify the momentum p → Q and position q → 
. In
fact, just as with p and q, Q and 
 are canonically con-
jugated variables [62]. That is, the corresponding quantum
mechanical operators Q̂ and 
̂ satisfy [
̂, Q̂] = i�. This
allows us to rewrite Eq. (8) in quantized form as

ĤLC = ��0

(
b̂†b̂ + 1

2

)
, (9)

where b̂† and b̂ are the raising and lowering operators,
defined as

b̂† =
√

1
2�Z0

(Z0Q̂ + i
̂),

b̂ =
√

1
2�Z0

(Z0Q̂ − i
̂), (10)

in which Z0 = √
L/C is the characteristic impedance. For

low temperatures satisfying kBTQS � ��0, the LC cir-
cuit behaves exactly like a quantum harmonic oscillator
and the electromagnetic observables Q̂ and 
̂ show zero-
point quantum fluctuations. Fluctuations in the charge of
the LC circuit introduce fluctuations in the circuit voltage
V̂LC = Q̂/C that influence the potential wells of the QDs.
These zero-point fluctuations of circuit voltage form the
physical basis of the system-bath coupling in the simulator.

A rigorous analogy between thermal environments and
an array of quantum RLC circuits is established as follows.
The QBS needs to reproduce spectral densities encoun-
tered in thermal environments. To understand the mapping
between these two, it is useful to focus on the two-time
bath correlation function [2]

〈B̂(t)B̂(0)〉T

= �

∫ ∞

0
J (ω)

[
coth

(
�ω

2kBT

)
cos ωt − i sin ωt

]
dω,

(11)

where the angular bracket 〈· · · 〉T denotes a thermal average
at temperature T and B̂(t) are the bath operators in Ĥint [Eq.
(4)] in the interaction picture of Ĥ − Ĥint. Equation (11)
is a useful quantity for describing harmonic environments
because all higher-order time correlations can be written
in terms of Eq. (11) in this case [63,64]. We now use it to
identify the proper mapping.

Consider a QBS made of a single LC circuit coupled
to the QDs through voltages V̂LC = Q̂/C that influence
the potential wells, i.e., Ĥ QS

int = ŜQS ⊗ B̂QS with B̂QS =
κV̂LC, where κ is a response factor that quantifies how
the energy of a QD changes with applied LC voltage.

Since the LC circuit behaves like a harmonic oscillator, the
time-correlation function for B̂QS is [62]

〈B̂QS(t)B̂QS(0)〉TQS

= ��2
0Z0

2
κ2

[
coth

(
��0

2kBTQS

)
cos �0t − i sin �0t

]
.

(12)

We now introduce the impedance Z(�), a complex-valued
quantity that describes the response of a circuit under a
sinusoidal voltage of frequency �. The magnitude |Z(�)|
is a resistance, while the argument arg[Z(�)] describes the
phase difference between the voltage and the current. The
impedance of an LC circuit is [62]

Z(�) = π�0Z0

2
[δ(� − �0) + δ(� + �0)]

+ iZ0

2

[
P

(
�0

� − �0

)
+ P

(
�0

� + �0

)]
, (13)

where P denotes the principal value. From Eqs. (12) and
(13), it follows that

〈B̂QS(t)B̂QS(0)〉TQS = �κ2

π

∫ ∞

0
� Re[Z(�)]

×
[

coth
(

��

2kBTQS

)
cos �t − i sin �t

]
d�. (14)

To mimic Eq. (11), one needs to consider a collection of
serially connected LC circuits with different values of L
and C, with Hamiltonian

ĤQBS =
∑

j

��j

(
b̂†

j b̂j + 1
2

)
, (15)

where the bosonic ladder operators b̂†
j and b̂j are defined

analogously to Eq. (10):

b̂†
j =

√
1

2�Z0j
(Z0j Q̂j + i
̂j ),

b̂j =
√

1
2�Z0j

(Z0j Q̂j − i
̂j ). (16)

Here, Z0j is Z0 for the j th oscillator. The continuous limit
can be achieved with a finite number of serially connected
parallel RLC circuits, where the resistance broadens their
spectral features and introduces dissipation [see Fig. 1(e)].
The validity of Eq. (14) remains unaffected at this limit but
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the impedance of the serial circuit is now [62]

Re[Z(�)] =
∑

j =1

Re[Zj (�)],

Re[Zj (�)] = 2�j
2�j �

2

(�2
j − �2)2 + 4�2

j �
2

, (17)

where Zj (�) is the contribution of a single RLC circuit.
The reorganization energy �j = Z0j �j /2 and damping
constant �j = Z0j �j /2Rj can be controlled by varying
the circuit resistance Rj , frequency �j and Z0j = √

Lj /Cj .
For Rj → 0, the contribution of the circuit to the spec-
tral density vanishes as Re[Zj (�)] → 0. For finite Rj , the
resistance introduces broadening of the resonance of the
LC circuit. As Rj → ∞, the RLC circuit reduces to an LC
circuit and �j → 0.

Comparing Eqs. (11) and (14), we see that the RLC cir-
cuits behave identically to the target environment provided
that one tailors Z(�) such that

J (ω) = κ2ω

π
Re[Z(ω/γ )], (18)

where γ is the temperature ratio in Eq. (7). This equation
is central to establishing an exact map between thermal
environments and RLC circuits.

C. Mapping system levels to QD states

We now address the key issue of how to map the qubit
Hamiltonian [Eq. (2)] into the QD states. For definitive-
ness, we focus on the double quantum dot (DQD) with
two electrons schematically shown in Fig. 2. To proceed,
it is important to understand the energy-level structure
offered by the DQD [65–67], schematically shown in
Fig. 2(d). Here, (1, 1) describes the state in which one
electron occupies both the left and right dots and (0,2)
in which both electrons occupy the right dot. The ener-
gies of these states are ε(1,1) = εL + εR and ε(0,2) = 2εR +
εpair, where εβ denotes the ground-state energy of the left
(β = L) or right (β = R) QD, respectively, and εpair is the
electron-pairing energy arising from Coulombic interac-
tions. The energetic detuning εd [the x axis in Fig. 2(d)]
is defined as the energy difference between the two charge
configurations,

εd ≡ ε(1,1) − ε(0,2) = εL − εR − εpair. (19)

In the absence of a magnetic field, the (1,1) configuration
is fourfold degenerate with one singlet and three triplet
spin states. By contrast, the (0,2) configuration favors the
singlet state due to the Pauli exclusion principle.

The singlet states of the (1,1) [|S(1, 1)〉] and (0,2)
[|S(0, 2)〉] configurations hybridize near the degeneracy
point εd ∼ 0 due to the tunnel coupling tc between the
QDs, yielding two adiabatic singlet states [|S0〉, |S1〉]. By
contrast, the (1,1) triplet states [|T0,±(1, 1)〉 or |T0,±〉 for
short] are not affected by the hybridization.

The application of an external magnetic field along the
z axis lifts the energy degeneracy of triplet states. The
energy diagram in Fig. 2(d) results from these observa-
tions, where the zero-energy baseline is chosen as (εL +
3εR + εpair)/2 to make the diagram symmetric. In the ide-
alized picture, the εL and εR are manipulated by changing
the gate potentials of the left and right dots [P1 and P2 in
Fig. 2(b)], respectively, while the tunnel coupling tc is con-
trolled through barrier-gate electrodes between the QDs
[B2 in Fig. 2(b)]. The resulting level mixing is referred to
as spin-charge hybridization.

In mapping the open quantum system to this hybrid
structure, there is freedom on which QD states to use.
However, the choice can dramatically impact the experi-
mental requirements and utility of the simulator. We now
introduce a useful mapping for two-state problems based
on the S0/T− states. These states are chosen because their
relative energy is controllable by varying εd [Fig. 2(d)],
their coupling can be manipulated through magnetic fields,
they are not highly excited states that suffer from additional
spontaneous relaxation, and because they can be used to
form useful qubits [68]. In this map, the quantum noise is
incorporated by connecting the QBS to the left QD, leading
to quantum fluctuations in the εL and thus εd.

Other alternative mappings suffer from significant draw-
backs. For instance, the choice of states that are distin-
guished solely by charge configurations, such as S(1, 1)

and S(0, 2), suffers from the fast unwanted decoherence
due to coupling to charge fluctuations in the natural
environments of the QDs, making them of limited util-
ity for simulation. In turn, states that differ in spin but
not charge, such as S0 and T0 for negative detunings,
offer long coherence times, as they are mostly uncou-
pled to charge fluctuations in the natural QD environ-
ment but have the disadvantage of also being insensi-
tive to the desired charge fluctuations introduced by the
QBS, making the experimental requirements on the QBS
unfeasible.

The Hamiltonian for a DQD in the presence of an exter-
nal magnetic field is ĤQD = Ĥ 0

QD + gμB(BL · SL + BR ·
SR), where Ĥ 0

QD is the pristine quantum dot Hamiltonian,
g is the Landé g factor, μB is the Bohr magneton, BL
and BR (SL and SR) are the magnetic fields (total spin
operators of the electrons) at the left and right QDs, respec-
tively. We take the magnetic field to have the form of BL =
(�B/2)x̂ − Bavgẑ and BR = −(�B/2)x̂ − Bavgẑ, such that
its x-component changes between the dots [see Fig. 2(b)].
In the {|T+〉 , |T0〉 , |T−〉 , |S(1, 1)〉 , |S(0, 2)〉} basis,
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ĤQD = εL + 3εR + εpair

2
1̂QD +

⎛

⎜⎜⎜⎝

εd
2 0 0 0 0
0 εd

2 0 0 0
0 0 εd

2 0 0
0 0 0 εd

2 tc
0 0 0 tc − εd

2

⎞

⎟⎟⎟⎠ + gμB

⎛

⎜⎜⎜⎜⎜⎝

Bavg 0 0 − �B
2
√

2
0

0 0 0 0 0
0 0 −Bavg

�B
2
√

2
0

− �B
2
√

2
0 �B

2
√

2
0 0

0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎠
, (20)

where 1̂QD is the identity operator in the QD Hilbert space. From this point on, we disregard the zero base line of energy
as it does not change the dynamics.

The desired mapping is obtained by expressing the Hamiltonian in the eigenbasis of Ĥ 0
QD, {|T+〉 , |T0〉 , |T−〉 ,

|S0〉 , |S1〉} and focusing on the |T−〉, |S0〉 subspace. In this basis,

ĤQD =

⎛

⎜⎜⎜⎝

εd
2 0 0 0 0
0 εd

2 0 0 0
0 0 εd

2 0 0
0 0 0 εS0 0
0 0 0 0 εS1

⎞

⎟⎟⎟⎠ + gμB

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

Bavg 0 0 − �B
2
√

2
sin θ − �B

2
√

2
cos θ

0 0 0 0 0
0 0 −Bavg

�B
2
√

2
sin θ �B

2
√

2
cos θ

− �B
2
√

2
sin θ 0 �B

2
√

2
sin θ 0 0

− �B
2
√

2
cos θ 0 �B

2
√

2
cos θ 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

. (21)

The |S0〉 and |S1〉 states are defined by

|S0〉 ≡ sin θ |S(1, 1)〉 − cos θ |S(0, 2)〉 ,

|S1〉 ≡ cos θ |S(1, 1)〉 + sin θ |S(0, 2)〉 , (22)

with the mixing angle

θ =

⎧
⎪⎪⎨

⎪⎪⎩

1
2

tan−1
(

2tc
εd

)
, εd ≥ 0,

π

2
+ 1

2
tan−1

(
2tc
εd

)
, εd < 0,

(23)

while their eigenenergies are εS0 = −
√

ε2
d/4 + t2c and

εS1 = −εS0 . In the |T−〉, |S0〉 subspace, this yields

Ĥ QS
QD = E0(|T−〉 〈T−| + |S0〉 〈S0|)

+ �QS(|S0〉 〈S0| − |T−〉 〈T−|)
+ ηQS(|T−〉 〈S0| + |S0〉 〈T−|), (24)

where E0 = εd/4 + εS0 − gμBBavg/2 is the zero of energy
and the Hamiltonian parameters �QS = εS0 − εd/2 −
gμBBavg and ηQS = gμB�B/2

√
2 sin θ are experimentally

controllable. The “QS” superscript highlights that this is
the subspace where the quantum simulation takes place.
This desired subspace can be energetically isolated from
the two remaining triplet states by increasing Bavg and from
the |S1〉 state by increasing the magnitude of the detun-
ing. By simply changing the zero of energy, this yields the
Hamiltonian in Eq. (2) by associating |T−〉 with |g〉 and
|S0〉 with |e〉.

In the absence of the QBS, εβ is purely determined by
gate voltages, i.e., εβ = ε

g
β , where ε

g
β are energetic changes

due to applied voltages on the lithographic electrodes. As
discussed in Sec. II D, connecting the QDs to the QBS
leads to additional static energy contributions to εβ .

D. Mapping the system-bath coupling

The total Hamiltonian of the QD-QBS hybrid system is
of the form

Ĥexp = ĤQD ⊗ 1̂QBS + 1̂QD ⊗ ĤQBS + ĤQD-QBS, (25)

where ĤQD-QBS describes the interactions between the QDs
and the QBS. We now consider how to map the physical
interaction between the system and the environment into
that of the QDs with the QBS. Since the energetics of the
QDs depend on εL − εR [see Eq. (19)], for the QBS to exert
quantum noise, the two dots must couple differently to the
QBS. To be concrete, we choose to couple the QBS to the
left QD only

ĤQD-QBS = (1̂QD − |S(0, 2)〉 〈S(0, 2)|) ⊗ α
∑

j

V̂j , (26)

where V̂j = Q̂j /Cj is the voltage operator for the j th LC
circuit of the QBS and α is the “lever arm” or propor-
tionality factor, which converts changes in gate voltage to
changes in the QD energy. In the {|T+〉, |T0〉, |T−〉, |S0〉,

040308-7



CHANG WOO KIM, NICHOL, JORDAN, and FRANCO PRX QUANTUM 3, 040308 (2022)

|S1〉} basis:

ĤQD-QBS =

⎛

⎜⎜⎜⎜⎝

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 sin2 θ sin θ cos θ

0 0 0 sin θ cos θ cos2 θ

⎞

⎟⎟⎟⎟⎠

⊗ α
∑

j

√
��2

j Z0j

2
(b̂†

j + b̂j ), (27)

where the V̂j are expressed in terms of the bosonic
operators of the QBS [Eq. (16)]. As in the spin-boson
problem, the interactions in Eq. (27) are diagonal in the
{|T−〉 , |S0〉} simulation subspace and linear in the environ-
mental degrees of freedom. However, thus far the physical
model and the simulator are not identical.

To overcome this, we propose to displace the QBS
charge coordinates by applying a bias voltage

�V = �Q
∑

j

1
Cj

(28)

between the opposite ends of the QBS, which identi-
cally charges all the capacitors with �Q. The new charge
operator in the displaced coordinates,

Q̂′
j = Q̂j + �Q, (29)

still obeys the desired commutation relations and the dis-
placement �Q can be conveniently chosen to yield either
the spin-boson or the displaced harmonic oscillator. How-
ever, the introduction of �Q will result in ĤQBS ⊗ 1̂QD +
ĤQD-QBS static energy shifts that contribute to the εβ on

top of the contributions due to the gate electrodes ε
g
β .

Specifically,

εL = ε
g
L +

∑

j

(�Q)2 − 2α�Q
2Cj

, (30a)

εR = ε
g
R +

∑

j

(�Q)2

2Cj
, (30b)

and thus the detuning

εd = ε
g
d +

∑

j

α�Q
Cj

. (31)

In these new coordinates, ĤQD remains as defined in Eq.
(21), and

ĤQBS =
∑

j

��j

(
b̂′†

j b̂′
j + 1

2

)
, (32)

where the raising and lowering operators in the displaced
charge coordinates are given by

b̂′†
j =

√
1

2�Z0j
(Z0j Q̂′

j + i
̂j ), (33a)

b̂′
j =

√
1

2�Z0j
(Z0j Q̂′

j − i
̂j ). (33b)

In turn, the resulting QD-QBS interaction term in the
{|T+〉 , |T0〉 , |T−〉 , |S0〉 , |S1〉} basis is

ĤQD-QBS =

⎛

⎜⎜⎜⎜⎝

α − �Q 0 0 0 0
0 α − �Q 0 0 0
0 0 α − �Q 0 0
0 0 0 α sin2 θ − �Q α sin θ cos θ

0 0 0 α sin θ cos θ α cos2 θ − �Q

⎞

⎟⎟⎟⎟⎠
⊗

∑

j

√
��2

j Z0j

2
(b̂′†

j + b̂′
j ). (34)

By projecting into the simulation subspace, we obtain

Ĥ QS
QD-QBS = [(α − �Q) |T−〉 〈T−|

+ (α sin2 θ − �Q) |S0〉 〈S0|]

⊗
∑

j

√
��2

j Z0j

2
(b̂′†

j + b̂′
j ). (35)

In this charged coordinate system, one can manipulate �Q
to yield different types of interactions. When �Q = α, the
interaction is identical to the displaced harmonic oscilla-
tor. In turn, for �Q = 1

2α(1 + sin2 θ), the interaction is
identical to the spin-boson problem. By separating B̂QS
[Eq. (12)] from Eq. (35), we can now also specify the
undetermined constant in Eq. (12) as κ = α cos2 θ for the
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displaced harmonic oscillator and κ = 1
2α cos2 θ for the

spin-boson problem.

E. Choice of simulator parameters

The total Hamiltonian of the simulator is

ĤQS = P̂†ĤexpP̂

= Ĥ QS
QD ⊗ 1̂QBS + 1̂QS

QD ⊗ ĤQBS + Ĥ QS
QD-QBS, (36)

where P̂ is the projection operator onto the simulation
subspace. The simulator Hamiltonian is specified by Eqs.
(24), (32), (35), and (36). Thus, as desired, if we associate
|g〉 → |T−〉 and |e〉 → |S0〉, we can exactly map Ĥ in Eq.
(1) to ĤQS in Eq. (36). An important feature of the pro-
posed mapping is that it enables us to continuously tune
Hamiltonian parameters through experimentally accessi-
ble variables. We now discuss how to choose experimental
variables needed to reproduce a given target Hamiltonian.

At this stage, it is useful to introduce the sensitivity
of the quantum simulator to the fluctuations of the QD
energy as an important target feature of the simulator. This
is important because such sensitivity determines how the
simulator couples to its natural environment and to the
QBS, and will guide the physical requirements in QBS
design. We define the sensitivity as how the S0–T− energy
gap �QS changes with the detuning εd, i.e.,

ks ≡
∣∣∣∣
d�QS

dεd

∣∣∣∣ = 1
2

(
1 + εd√

ε2
d + 4t2c

)
= cos2 θ , (37)

where the latter equality follows by combining Eq. (37)
with Eq. (23). The sensitivity can be tuned in the QD setup
by changing εd. Increasing the sensitivity 0 < ks < 1 has
the desirable consequence of reducing the physical size
of the QBS required to achieve a given physical effect.
However, increasing ks also has the undesirable effect of
reducing the coherence time of the simulator states, as it
makes the influence of the uncontrollable electrical noise
in the experimental setup more important. The optimiza-
tion of ks is essential for the development of a useful
simulator.

By expressing the mixing angle θ in terms of the sen-
sitivity (sin θ = √

1 − ks, cos θ = √
ks), we find that the

external control fields needed to realize a given set of �,
η, and ks, with a temperature ratio γ and tunnel coupling

tc, are

εd = tc(2ks − 1)√
ks(1 − ks)

,

Bavg = 1
gμB

(
tc

√
ks

1 − ks
+ �

γ

)
,

�B = η

gμBγ

√
8

1 − ks
. (38)

Equations (18) and (38) with κ = αks for the displaced har-
monic oscillator or κ = 1

2αks for the spin-boson problem
provide a complete mapping between the original problem
[Eq. (1)] and the quantum simulator [Eq. (24)].

III. EMULATING THE SIMULATOR

A. Simulation and physical time scales and energies

To illustrate how physical time scales and energies are
mapped into the quantum simulation setup, consider Table
I, which details the physical requirements of the map.
For illustration purposes, we focus on target parameters
needed to capture excitonic dynamics in photosynthetic
complexes operating at T = 300 K in a simulator operat-
ing at TQS = 60 mK. To establish a map between chemical
environments and our QBS, the energies and time scales
need to be scaled according to the temperature ratio γ =
T/TQS. The dynamics in the simulator will be γ times
slower and the characteristic energies 1/γ smaller than in
the physical system. Importantly, the characteristic time
scales and energies of such a molecular system map into
time scales and energies that are accessible in existing
QD setups [69], making it a viable simulation strategy.
By tuning the temperature ratio γ , it is possible to map
a wide range of target parameters into an experimentally
accessible operation conditions for the QDs.

B. Quantum dynamics of the simulator

To understand the practical operation of the simulator
for different conditions and the extent to which the quan-
tum dynamics can be confined to the desired simulation
subspace, we now emulate the full five-state QD Hamil-
tonian interacting with the QBS [Eq. (25)] and compare
the dynamics to that of the target system. While emula-
tions in the presence of highly structured environments are
beyond the reach of state-of-the-art computational meth-
ods, for simple bath spectral densities, such emulations can
be conducted using the hierarchical equations of motion
(HEOM) [70]. In these HEOM simulations, it is neces-
sary to go beyond usual high-temperature approaches and
include all low-temperature corrections. This is needed
because the large energy separation between the specta-
tor states and the S0/T− manifold prevents invoking the
high-temperature approximation.
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TABLE I. Typical ranges for physical parameters in energy or charge transport processes for photosynthetic complexes at T = 300 K
and how they translate in the quantum simulator operating at cryogenic temperature TQS = 60 mK. The quantity γ = T/TQS = 5 × 103

denotes the ratio between temperatures of the target problem and the quantum simulator. Tuning of the temperature ratio can be used
to map a wide range of target parameters.

Target system Quantum simulator

Element Maximum Resolution Scaling Maximum Resolution

Simulation time 10 ps 2 fs γ 50 ns 10 ps
Molecular energy span (�) 125 meV (1000 cm−1) 125 μeV (1 cm−1) 1/γ 25 μeV (6 GHz) 2.5 neV (6 MHz)
Molecular coupling (η) 25 meV (200 cm−1) 125 μeV (1 cm−1) 1/γ 5 μeV (1.2 GHz) 2.5 neV (6 MHz)
Bath frequency 250 meV (2000 cm−1) 125 μeV (1 cm−1) 1/γ 50 μeV (12 GHz) 2.5 neV (6 MHz)
Reorganization energy 100 meV (800 cm−1) 125 μeV (1 cm−1) 1/γ 20 μeV (4.8 GHz) 1 neV (2.4 MHz)

For definitiveness, we study the relaxation to thermal
equilibrium of a molecule initially in the excited state.
Specifically, we choose the displaced-harmonic-oscillator
model [Eqs. (1)–(5) with Ŝ = |e〉 〈e|] with the system
parameters set as � = 10 meV and η = 5 meV. The
system-bath coupling is taken to be described by a Drude-
Lorentz spectral density

J (ω) = 2λ

π

ωcω

ω2 + ω2
c

, (39)

with reorganization and cutoff energies λ = 5 meV and
�ωc = 10 meV, respectively. These parameters are similar
to those extracted from typical natural photosynthetic com-
plexes [71,72]. The target temperature (300 K) and simula-
tor temperature (60 mK) temperatures are those considered
in Table I. All HEOM calculations are conducted with a
hierarchy depth of 10 and the low-temperature correction
by using sixth-order Padé expansion of the Bose-Einstein
distribution function [73]. For all simulations, the dynam-
ics are propagated until the physical time of 1.5 ps, which
corresponds to a 7.5 ns simulation time. Such a time scale
is well within the usual regime of coherent operation and
resolution of QDs in experiments.

To monitor the dynamics, we follow the population
inversion 〈σ̂z(t)〉 of the two-level molecule as it relaxes to
thermal equilibrium. To quantify the accuracy of the quan-
tum simulation, we compute the time-dependent fidelity

F(t) =
(

Tr
√

ρ̂
1/2
s (t)ρ̂QS

s (t)ρ̂1/2
s (t)

)2

(40)

between the HEOM reduced density matrix for the sys-
tem ρ̂s and that of the simulator ρ̂

QS
s (t) in the simulation

subspace. The fidelity 0 ≤ F(t) ≤ 1 increases as the sim-
ulation becomes more accurate. To quantify the ability
of the simulator to contain the dynamics in the simula-
tion subspace, we further quantify the total leakage of
population into the spectator states.

In constructing the simulator, there is freedom in the
choice of tunnel coupling tc and sensitivity ks. However,

the choice influences the simulation accuracy and deter-
mines the experimental requirements to build the simulator
(see Sec. IV). Figure 3 shows the population inversion,
fidelity, and total leakage during the dynamics for three
select choices for tc and ks. As shown, the simulator is able
to accurately capture the target population dynamics (black
line) in the three different regimes of operation selected,
with fidelities larger than 0.98 in all cases. The disagree-
ment between the simulator and exact dynamics is most
apparent for relatively low tc = 30 μeV (red lines). We
observe that a decrease in the accuracy of the simulation
is correlated with population leaking out of the simulation
space [Fig. 3(c)]. By contrast, for tc = 100 μeV, the sim-
ulation accuracy is high for both ks = 0.3 (blue lines) and
ks = 0.6 (green lines).

To characterize how the choice of tunnel coupling
tc and sensitivity ks influences the simulation accuracy,
we perform extensive emulations for 0.25 ≤ ks ≤ 0.9 and
10 μeV ≤ tc ≤ 100 μeV. The simulation accuracy is
quantified by extracting the minimum fidelity min[F(t)]
throughout the simulation time. We stress that this is an
overestimate of the infidelity, since it is an extreme value
instead of an average. Figure 4(a) shows the heat map of
min[F(t)] as a function of ks and tc. The three specific
choices of tc and ks in Fig. 3 are marked by the colored
(red, blue, and green) dots in Fig. 4(a). We observe that the
accuracy of simulation increases with both ks and tc, and
even exceeds fidelities of 99.9% in the upper-right part of
the map, demonstrating high simulation accuracy in this
regime of operation.

As shown in Figs. 3(b) and 3(c), the decay of F(t) is
strongly correlated with the leakage to the spectator states.
Suppression of this leakage is therefore the most crucial
task for improving the quality of the simulation. We can
identify two sources of leakage: (i) the magnetic couplings
in ĤQD involving the spectator states [Eq. (21)]; and (ii)
the residual interaction between |S0〉 and |S1〉 in ĤQD-QBS
[Eq. (34)]. To understand their relative contributions, we
repeat the emulations eliminating either element from the
simulator Hamiltonian. Figures 4(b) and 4(c) show results
without leakage due to ĤQD and ĤQD-QBS, respectively. As
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(a)

(b)

(c)

FIG. 3. Performance of the quantum simulator for three dif-
ferent sensitivities ks and tunnel couplings tc. (a) Population
inversion 〈σz(t)〉 in the target dynamics (black line) and the simu-
lator (colored lines). (b) Fidelity F(t) of the simulation. (c) Total
population leaked out of the simulation subspace. Time is physi-
cal time. Simulation time is obtained by scaling by γ = 5 × 103.
In Fig. 4(a), the three specific choices of ks and tc used are marked
by the colored (red, blue, and green) dots.

seen, leakage due to ĤQD has a minor effect in the simula-
tion [Fig. 4(b)]. By contrast, leakage due to ĤQD-QBS is the
dominant effect, as removing this effect greatly expands the
(tc, ks) region of high simulation fidelity [Fig. 4(c)].

C. Effect of uncontrollable noise

In practical realizations, the simulator will also suffer
from the inherent uncontrollable noise of the experimen-
tal setup. It is thus important to determine if the simulation
strategy remains viable in the presence of the decoherence
due to a noisy environment.

For QD systems, the main source of decoherence is
the electrical noise that causes fluctuations of εd and, in
turn, �QS. A recent noise-spectroscopy study [74] has
demonstrated that this noise mainly arises from low-
frequency noise (� 106 Hz), the time scale of which is

much slower compared to those relevant to the simulation
(Table I). Based on this observation, we model how the
noise affects the quality of the simulation by perturbing
εd with static noise δεd, which follows a Gaussian dis-
tribution of zero mean and a standard deviation of σε =
2 μeV [75]. Practically, this is achieved by discretizing the
Gaussian distribution into ten points uniformly spaced by
0.5 μeV and conducting the emulation at each point with
the detuning of εd + δεd while not altering tc, Bavg, and
�B. The system density matrix with noise is calculated as
the weighted average ρ̂s(t) = ∑10

n=1 wnρ̂sn(t), where ρ̂sn(t)
denotes the system density matrix obtained from the emu-
lation at the nth point and wn is the appropriate weight
for this point determined by integrating the Gaussian
distribution.

Figure 5 shows the emulated dynamics of the simula-
tor in the presence of noise, under conditions otherwise
identical to those in Fig. 3. In general, the influence of
electrical noise leads to only modest changes in the dynam-
ics. The effect of the noise is the most important for the
case with ks = 0.6 and tc = 100 μeV (green curve), which
shows almost perfect agreement with the target dynam-
ics in Fig. 3(a) but now exhibits slight deviation at early
times in Fig. 5(a). The effect of noise is not as preva-
lent in the other two simulation conditions (red and blue
curves), which already exhibit some amount of leakage-
induced error. Figures 5(b) and 5(c) show that the noise
has a negligible effect on the amount of leakage.

To determine the conditions optimal for the experimen-
tal operation of the simulator, we compute the minimum
fidelity min[F(t)] in the presence of noise for varying
ks and tc. Figure 4(d) shows the resulting heat map for
min[F(t)]. A comparison with Fig. 4(a) shows that, over-
all, the noise slightly deteriorates the quality of the sim-
ulation. The green curve in Fig. 5 is representative of the
best simulator performance in our emulations. The effect
of the noise is the most prominent for large sensitivities,
as this is the region where the quantum dot energy lev-
els are the most susceptible to fluctuations in the detuning.
Remarkably, even in the presence of noise, we observe
that min[F(t)] still exceeds 99% for most of the simula-
tion conditions and even 99.9% for 0.55 ≤ ks ≤ 0.7 with
tc = 100 μeV.

These emulation results illustrate the utility of the simu-
lator to model condensed-phase dynamics. As shown, even
in the presence of noise, it is possible to choose sensitivi-
ties and tunnel couplings in which the leakage into nonsim-
ulator states is suppressed to < 0.5% [Fig. 5(c)], leading to
small errors in the simulated dynamics [Fig. 5(b)]. The data
shows that a larger tc leads to better agreement between the
target problem and the quantum simulator, as increasing tc
leads to a larger energy separation between S0 and S1 and
suppresses leakage into nonsimulator states. In turn, there
exists an optimal value of ks for a fixed tc. This is because a
larger ks suppresses the leakage by decreasing the strength
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(a) (b)

(c) (d)

FIG. 4. The accuracy of the simulator for different sensitivities ks and tunnel couplings tc. The plots show heat maps of the minimum
fidelity [Eq. (40)] throughout the simulation period min[F(t)] for simulators (a) in pristine form and (b),(c) without coupling to
spectator states (|S1〉 , |T+〉 , |T0〉) through either (b) the QD Hamiltonian ĤQD [Eq. (21)] or (c) the QD-QBS interaction ĤQD-QBS [Eq.
(27)]. (d) Quantification of the simulation accuracy in the presence of electrical noise σε = 2 μeV added to the detuning εd. The color
map is based on a logarithmic scale.

of the residual coupling between S0 and S1 due to ĤQD-QBS
but also increases the amount of electrical noise felt by the
simulation subspace.

IV. EXPERIMENTAL CONSIDERATIONS

To mimic the system, the simulator requires a coherent
DQD system in the presence of a homogeneous magnetic
field and a magnetic field gradient along the current path.
These QDs must be electrically connected to an array
of quantum circuits of high impedance and with vary-
ing frequencies. The electrical noise in the QDs must be
small enough such that the effect of unwanted decoherence
remains negligible throughout the simulation time. In addi-
tion, the simulator components and their interactions in the
experiments must closely follow the model Hamiltonian
[Eqs. (32) and (34)].

In designing the simulator, one has freedom on the sen-
sitivity (ks), temperature scaling (γ ), and tunnel coupling

(tc) employed. However, the choice influences the qual-
ity of the simulation (see Sec. III) and the experimental
requirements to build it, including the required QBS size,
magnetic fields, and coherence times. The choice of ks,
γ , and tc ideally minimizes the experimental requirements
and maximizes the accuracy of the simulation.

We now discuss how varying these parameters imposes
requirements on experimental coherence, magnetic fields,
and QBS size as well as the consequences on simulation
accuracy. We also discuss the effect of possible nonideal
behavior of the simulator components and possible ways
to mitigate it if significant.

A. Coherence times

The simulation time is affected by how long the sim-
ulator can preserve its quantum coherence in the pres-
ence of noise. The charge noise is the dominant source
of decoherence with time scales of approximately tens
of nanoseconds. By contrast, decoherence effects arising
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(a)

(b)

(c)

FIG. 5. The performance of the quantum simulator in the pres-
ence of electrical noise that leads to fluctuations of the detuning
εd with a standard deviation σε = 2 μeV. The panel distribution
is identical to that in Fig. 3. In Fig. 4(d), the three specific choices
of tc and ks used are signaled by the colored (red, blue, and green)
dots.

from hyperfine fluctuations of residual nuclear spins are
much slower at approximately hundreds of nanoseconds
or longer [76]. We thus focus on the decoherence due to
charge noise.

The standard deviation of εd due to electrical noise for
state-of-the-art QD devices is σε ∼ 2 μeV [75,77] and has
a weak temperature dependence for T < 1 K [78]. The
effective magnitude of fluctuation felt by the simulation
subspace is σ = ksσε , which leads to a decoherence time
τd ∼ 2π�/σ of the simulator. Therefore, an estimate of the
coherence time of the target system that the simulator can
support is

τ ∼ τd

γ
= 2π�

ksσεγ
, (41)

which illustrates that the simulation time can be
enhanced by decreasing ks ∈ [0, 1], as it slows down the

decoherence, or decreasing γ , as it speeds up the labora-
tory simulation time.

For example, for a sensitivity ks = 0.6, the decoherence
time is τd ∼ 3.4 ns. The highest operation temperature for
the QDs is 1 K [79], which yields γ = 3 × 102 for a sim-
ulation of a room-temperature process. Thus, in this case,
the maximum simulation time is approximately 11 ps, sug-
gesting that the simulator will be accurate in capturing both
the early times and the asymptotic behavior of the dynam-
ics of microscopic open quantum systems. Even when the
QDs are operated at the usual temperature of 100 mK, the
maximum simulation time is 1.1 ps, which is more than
suitable for modeling most molecular processes.

B. Magnetic fields

A homogeneous magnetic field is employed in the sim-
ulator to modulate the energy gap and separate simulation
states from spectator states. In turn, a magnetic field gradi-
ent is needed to introduce couplings between the simulator
states. Using Eq. (38), one can develop a quantitative esti-
mate for the experimental requirements of the simulator.
For definitiveness, consider the example in Fig. 4 with
tc = 100 μeV and ks = 0.6. For Si- (or GaAs-) based QDs,
the simulator requires Bavg = 1.08 T (or 5.00 T) and δB =
38.6 mT (or 179 mT). The less demanding requirements in
silicon arise because the Landé g factor is larger (g = 2.00)
[80] with respect to that of GaAs (g = 0.43) [81]. Bavg
stronger than 5 T can be routinely generated in experiments
and is not expected to be a limiting factor in building the
simulator. By contrast, state-of-the-art magnetic field gra-
dients are limited to 1 mT nm−1 and they impose practical
limits on η that can be modeled. For example, the usual
distance between Si QDs is approximately 100 nm, which
implies that the maximum magnetic field change between
consecutive QDs is approximately 100 mT. Since ks > 0,
it follows from Eq. (38) that there is an upper limit for η

given a �B,

|η| <
γ gμB|�B|

2
√

2
. (42)

For limiting γ values of 3 × 102–3 × 104, the upper limit
of η can be in the range of 1.2–120 meV. The larger the γ ,
the larger is the η that can be modeled.

C. QBS requirements

The proposed QBS requires arrays of serially con-
nected resonators that generate the desired level of voltage
fluctuation. To understand the frequency and impedance
requirements to build the QBS, it is useful to consider
the parameters needed in molecular modeling. For chemi-
cal problems, the bath frequencies are in the 10−4 < ωj <

0.4 eV range, or 10−4/γ < �j < 0.4/γ eV for the QBS.
The frequency of operation of the materials needed for the
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QBS will impose restrictions on the choice of γ . For exam-
ple, high-impedance resonators constructed with superin-
ductors (e.g., Nb-Ti-N [82] and granular aluminum [83])
have frequencies up to 20 GHz, which implies 300 < γ <

5 × 103, where the lower limit is imposed by the magnetic
field requirements and the upper one by the frequencies of
the superinductor resonators.

We now estimate the number of resonators needed
per color to model complex chemical environments. The
strength of the coupling between electrons and environ-
mental modes is quantified by the Huang-Rhys factors
sj ≡ (gj /ωj )

2. The characteristic impedance required in
the QBS to achieve these Huang-Rhys factors at a given
frequency is [Eqs. (5), (11) and (12)]

Zj 0 = 2�

(
ngj

αksγ�j

)2

= 2�sj

(
n

αks

)2

, (43)

where n = 1 for the displaced harmonic oscillator and
n = 2 for the spin-boson model. The required Zj 0 increases
with the Huang-Rhys factor sj , decreases by choosing a
larger sensitivity, and is independent of the temperature
scaling γ .

To proceed, it is useful to decompose the spectral
density J (ω) = JL(ω) + JH(ω) into a component due to
sharply peaked high-frequency modes such as intramolec-
ular vibrations JH(ω) and an unstructured broad low-
frequency component due to solvent JL(ω). In one
partition [84], JL(ω) = S(ω, ω∗)J (ω) and JH(ω) = [1 −
S(ω, ω∗)]J (ω), where the splitting function S(ω, ω∗) =
[1 − (ω/ω∗)2]2 for ω < ω� and zero otherwise.

For high-frequency modes of typical molecules 0.001 <

sj < 0.1, which requires a characteristic impedance of
2 × 103 < Zj 0 < 2 × 105 � (assuming the realistic values
α = 0.1 eV/V, ks = 0.6 and n = 1). For state-of-the-art
resonators [82,85,86], Z0 ranges from 103 to 104 and there-
fore up to 102 serially connected resonators are needed
to construct the QBS per color. Given sufficiently high
Zj 0, the contribution of each color to the decoherence can
be modulated by scaling down the signal by attaching a
tunable voltage-divider circuit.

By contrast, for low-frequency components, the Huang-
Rhys factors can easily exceed sj � 1, making the above
approach intractable. To overcome this, we take advantage
of the fact that for these modes, �� � kBTQS, sponta-
neous emission processes are negligible and classical noise
approximations are useful [41]. Specifically, we propose to
model this component of the spectral density by introduc-
ing classical noise V(t) to the voltage of the gate electrode
that controls the dot energy. This assumes that the low-
frequency component does not lead to sizable spontaneous
emission of phonons or, equivalently, that the voltage-time

correlation function is real and satisfies [Eq. (11)]

〈V(t)V(0)〉 = 1
κ2γ 2 Re

[〈B̂(t/γ )B̂(0)〉T
]

= �

γ

(
n

αks

)2 ∫ ∞

0
JL(γ�) coth

(
��

2kBTQS

)
cos �t d�. (44)

D. Tunnel coupling

For simulation purposes, increasing the tunnel coupling
tc is desirable, since it improves the quality of the simula-
tion by broadening the energy separation between S0 and
S1. However, for measurement purposes, smaller values of
tc are preferred, as they are required for initializations of
the QDs and the rapid readouts of the state populations by
taking advantage of Pauli-spin blockade [87] in the QDs.
Currently, the range of tc that allows useful measurement
and initialization is 10–20 μeV [88,89]. By contrast, larger
tc values enhance the simulation fidelity and add more flex-
ibility in choosing ks. Measurements for larger tc can be
accomplished using readout based on spin-selective tun-
neling [90]. Alternatively, different tc for simulation and
measurement can be employed.

E. Sensitivity

The choice of an optimal value of ks must balance
leakage, simulator accuracy, and hardware requirements.
Specifically, increasing the sensitivity ks reduces leakage
and also the minimum required size for the QBS, which
are both desirable aspects in simulator design. However, it
also reduces the simulation time for which the setup can
support [Eq. (41)] and increases the Bavg and, more impor-
tantly, the �B needed to realize desired values of � and η

[Eq. (38)]. For example, the emulations in Sec. III show
that sensitivities in the range of 0.55 ≤ ks ≤ 0.7 exhibit
good simulator performance with large tc while requiring
moderate QBS sizes to achieve a given level of desired
decoherence. However, they also have the downside of
requiring strong magnetic fields to realize a given Ĥs, espe-
cially for GaAs-based QDs with a small g factor. Using
Si-based QDs and increasing the tc will broaden the range
of the sensitivity that can be used in practical simulations.

F. Gate voltages

In the experiment, the effect of changing the voltage of
a gate electrode [Fig. 2(b)] often stretches across multiple
QDs. Nevertheless, energies of individual QDs can still be
independently tuned by finding appropriate linear combi-
nations of the gate voltages, which are called virtual gates
[89]. Similarly, while connecting the QBS to a single elec-
trode would not exclusively affect a single QD as assumed
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in Eq. (26), this type of coupling can still be realized by
connecting the QBS to multiple gate electrodes and scal-
ing the coupling according to the ratios between the linear
combination coefficients of the virtual gates.

G. Real circuits

Until now, we have treated the LC circuits as perfect har-
monic oscillators [Eq. (8)] with fully controllable circuit
parameters. However, experimentally fabricated circuits
can deviate from such an ideal model. We now discuss
such effects on the effectiveness of the simulator.

1. Resonator anharmonicity

We expect possible anharmonicities in the QBS circuits
to play a negligible role in the simulator. Deviations from
the harmonic model for the QBS lead to uneven spac-
ing between the phononic quantum states. For our QBS,
we estimate the anharmonicity as

∣∣(ω2 − 2ω1)/ω1
∣∣ < 10−3

[91], where �ωn is the energy of the nth quantum state.
Assuming that the energy difference between the consec-
utive states decreases at a uniform rate of 10−3�ω1, the
effect of anharmonicity will not become prevalent unless
approximately 102 or more quantum states are significantly
populated. Therefore, to a good approximation, the RLC
circuits behave as ideal harmonic oscillators except for
the ones with very small energy spacing compared to the
thermal energy (�� � kBTQS). Even for such cases, the
anharmonicity will have a negligible effect, as the charac-
teristic time scale of the resonators would be much slower
than that of the dynamics. At this limit, the oscillators only
exert quasistatic noise and do not readily exchange energy
with the system.

2. Inherent dissipation

Inherent dissipation of the LC resonators broadens their
impedance Re[Z(�)] from perfect delta functions [Eq.
(13)]. This dissipation is measured by the quality fac-
tor (the ratio between the characteristic frequency and
bandwidth) which is q = 104 − 105 for state-of-the art
resonators [82,83,86]. By contrast, q < 103 for typical
molecular vibrations [11,92]. This implies that the inherent
decay of the internal circuits will be slow enough to be able
to simulate all physically relevant dynamics before they
start contributing to the dynamics. Therefore, the decay
rate of LC oscillators is small enough for simulating the
bath spectral densities of realistic physical and/or chemical
systems.

3. Parasitic capacitance

Parasitic capacitance due to the wire that serially con-
nects individual LC or RLC oscillators can affect the over-
all impedance of the QBS. This effect can be mimicked
by adding an additional parallel capacitance Cp to each

FIG. 6. The effect of parasitic capacitance on the bath spec-
tral density realized by the QBS. The target spectral density
JH(ω) (black) is discretized into 50 equally spaced RLC oscilla-
tors with a fixed damping parameter of 2 meV (red) and parasitic
capacitances of 1 fF (blue) and 5 fF (green) are added to each
oscillator.

oscillator, which increases the overall capacitance of the
j th oscillator from Cj to Cj + Cp . The size of Cp in micro-
electronic circuits is often assumed to be a few femtofarads
[53]. To examine how detrimental this is to our simulator,
we discretize JH(ω) (Sec. IV C) into 50 RLC oscillators
with �j 0 = (4 meV) × j and �j = 2 meV. The effective
JH(ω) of the QBS is then simulated for different values of
Cp by using Eqs. (17) and (18). For the simulation parame-
ters we have chosen, ks = 0.6 and ω∗ = ωc, where ω∗ is the
cutoff frequency for the splitting function S(ω, ω∗) intro-
duced in Sec. IV C. We set λ and ωc to be the same as in the
emulations (Sec. III B). The results are presented in Fig. 6,
which shows that the parasitic capacitance reduces the
intensity of the spectral density by suppressing zero-point
voltage fluctuation of the circuits. Such a reduction can be
compensated by increasing the impedance at the affected
frequencies, which can be achieved by serially connecting
multiple identical circuit units even in the presence of the
parasitic capacitance.

V. POSSIBLE EXTENSIONS

We have demonstrated that the dynamics of a two-level
open quantum system can be simulated by combining a
DQD and a QBS. We now discuss how to extend the
present proposal to systems of larger dimensionality and
point out some novel extensions that are unique to our
setup.

A. Multidimensional systems

The open two-level quantum system can be used as a
building block for constructing multilevel systems. The
most straightforward way to achieve this in our setup
is by placing multiple DQD units in head-to-tail config-
urations, which creates exchange coupling between the
electrons in adjacent DQDs. This enables the excitation
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to migrate across the DQDs and the rate of migration
can be controlled by changing the distance between the
DQDs [65,93]. We note that an experimental demonstra-
tion of such a phenomenon has been already reported for a
four-QD device [94] and efforts toward the precise manip-
ulation of electrons in increasingly larger arrays of QDs are
ongoing [48,94].

The construction of such a linear chain of DQDs and
the coupling of each unit to a separate QBS will lead to
a one-dimensional Holstein model [95], which can simu-
late the transfer of excitations or charges among molecular
aggregates [Fig. 1(a)]. Other geometries can be constructed
by establishing long-range connections between the DQD
units [96] or by using QD structures involving three or
more QDs [97,98]. In addition, the simultaneous connec-
tion of a QBS to multiple DQD units will enable iso-
lating emerging correlations between subsystems that are
mediated by an environment.

B. Nonstandard initial conditions

Simulation methods for open quantum system dynam-
ics often rely on factorizable initial conditions ρ̂(0) =
ρ̂s(0) ⊗ ρ̂b(0), where the bath is at thermal equilibrium
[Eq. (6)]. However, realistic dynamics are often launched
from nonthermal bath conditions or correlated system-bath
states. Our setup can be used to treat such exotic initial
conditions by generalizing the initialization scheme in Sec.
II D. Instead of placing the QBS under a constant bias volt-
age, we can apply time-dependent driving or use nonlinear
circuit elements [99] to engineer nonthermal bath densi-
ties. Correlated system-bath states can be also generated
by connecting the QBS to QDs prior to the simulation and
applying the similar preparation schemes.

The implementation of such initialization schemes
requires the ability to immediately switch between differ-
ent Hamiltonians at the start of the simulation. This can
be achieved in our setup by harnessing the fast response
time (approximately 10 ps) of the electrical QD-QBS
connection.

C. Quantum transport

In addition to systems with a fixed number of electrons,
in the QD setup it is possible to also open the boundaries
and make the QDs host electron transport by properly tun-
ing the chemical potentials of the source, drain, and the
QDs [100]. The connection of the QDs to QBS adds quan-
tum fluctuations to the QD energies, which can be used
to simulate the dynamics in Fock space interacting with
an external bath. Although the coherent limit of such a
situation is relatively well studied [101], inclusion of the
effect of structured quantum noise is beyond the com-
putational reach of state-of-the-art methods such as the
nonequilibrium Green’s function [102,103]. Analog quan-
tum simulators based on QDs and QBS could naturally

handle such challenging cases, which will provide valuable
insights into quantum transport phenomena in nanoscale
systems such as switching [104], rectification [105], quan-
tum interference [106], and controlling the behavior of
charge carriers by light [107].

VI. CONCLUSIONS

In this work, we have developed a useful strategy for
analog quantum simulation of open quantum systems by
combining semiconductor QDs and arrays of serially con-
nected RLC circuits. The proposed approach exactly cap-
tures the decoherence and spontaneous emission of fully
quantum harmonic environments of arbitrary complexity.
As such, it goes beyond classical noise models and Marko-
vian or perturbative treatments of system-bath interactions.
Further, it has a quantum advantage, as the computa-
tional time of the simulation does not increase with the
complexity of the environment.

As a specific example, we have established a map
between a two-level quantum system embedded in a ther-
mal environment and a DQD connected to a QBS. As
a simulation subspace, we choose the S − T− qubit, as
it simultaneously offers favorable sensitivity to the QBS
environment and sufficiently long coherence times to
enable quantum simulation. The QBS interacts with the
QDs electrically through quantum fluctuations of the RLC
circuit voltages. The diagonal matrix elements of the sys-
tem Hamiltonian are experimentally controlled through
the detuning and a homogeneous magnetic field; the off-
diagonal couplings via magnetic field gradients. By apply-
ing voltages to the QBS, the spin-boson and displaced
oscillator models can be exactly mapped onto the simu-
lator.

The utility of the map was confirmed by numerically
emulating the simulator through HEOM computations of
the dynamics that include both simulator and spectator
states of QDs. These emulations demonstrate that the quan-
tum dynamics of the simulator can be confined to the
desired simulation subspace and that they offer a faithful
description of the target dynamics in an experimentally
accessible regime. We find that the overall sensitivity of the
QDs to the QBS is a useful target simulation parameter that
determines the quality of simulation and the experimental
requirements in building the platform.

Based on the map and the emulations, we identify
the requirements needed to physically build the simula-
tor, including the temperature scaling and sensitivity in
the map, the tunnel coupling values, the magnetic fields,
and the QBS size, materials, and range of frequencies.
To reduce the size of the QBS, we propose to divide
the spectral density into a low-frequency and a high-
frequency component and capture the effects of the low
frequency through classical noise without a significant
loss of accuracy. The high-frequency component of the
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spectral density can be constructed by 1–100 individual
RLC circuits per color.

An advantage of the proposed strategy is that the elec-
trical connection of the QDs with the QBS offers the
possibility of conveniently manipulating the importance of
individual components in the bath spectral density through
voltage dividers containing variable resistors. Further, the
QBS and QDs can be spatially separated and experi-
ence different temperatures, offering additional flexibility
in simulator design.

Overall, the proposed setup provides a general strategy
for the simulation of open quantum systems, even those
of chemical complexity. The strategy can be physically
realized with existing technology [108,109] and is there-
fore near term. This contrasts with other strategies that are
being advanced that require a universal quantum computer.
While the quantum hardware operates at cryogenic tem-
peratures, by controlling the energy-level spacing it can
be made to simulate dynamics at arbitrary target temper-
atures. We also outline how to extend the applicability of
our setup to multidimensional systems, nonstandard initial
conditions, and quantum transport through open boundary
systems. Indeed, recent advances in constructing fully con-
trollable quantum dots with 6–10 individual quantum dot
units [47,48] open up a clear path toward the simulation of
many-level systems.

Quantum simulators [110] have the power to shed new
light on some of the most challenging problems in mod-
ern science. The simulation strategy that we advance is
expected to be of general utility to understand the dynam-
ics of open quantum systems in chemistry, physics, and
quantum information science. This proposal represents an
exciting emerging direction in quantum simulation and
a promising new strategy in the ecosystem of molecular
simulation methods.
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[38] A. Potočnik, A. Bargerbos, F. A. Y. N. Schröder, S. A.
Khan, M. C. Collodo, S. Gasparinetti, Y. Salathé, C.
Creatore, C. Eichler, H. E. Türeci, A. W. Chin, and A.
Wallraff, Studying light-harvesting models with supercon-
ducting circuits, Nat. Commun. 9, 904 (2018).

[39] C. Maier, T. Brydges, P. Jurcevic, N. Trautmann, C.
Hempel, B. P. Lanyon, P. Hauke, R. Blatt, and C. F. Roos,
Environment-Assisted Quantum Transport in a 10-Qubit
Network, Phys. Rev. Lett. 122, 050501 (2019).

[40] M. Aghtar, U. Kleinekathöfer, C. Curutchet, and B. Men-
nucci, Impact of electronic fluctuations and their descrip-
tion on the exciton dynamics in the light-harvesting com-
plex PE545, J. Phys. Chem. B 121, 1330 (2017).

[41] B. Gu and I. Franco, When can quantum decoherence be
mimicked by classical noise?, J. Chem. Phys. 151, 014109
(2019).

[42] A. Chenu, M. Beau, J. Cao, and A. del Campo, Quantum
Simulation of Generic Many-Body Open System Dynam-
ics Using Classical Noise, Phys. Rev. Lett. 118, 140403
(2017).

[43] A. J. Leggett, S. Chakravarty, A. T. Dorsey, M. P. A.
Fisher, A. Garg, and W. Zwerger, Dynamics of the dis-
sipative two-state system, Rev. Mod. Phys. 59, 1 (1987).

[44] N. Makri, The linear response approximation and its low-
est order corrections: An influence functional approach, J.
Phys. Chem. B 103, 2823 (1999).

[45] S. M. Reimann and M. Manninen, Electronic structure of
quantum dots, Rev. Mod. Phys. 74, 1283 (2002).

[46] R. Hanson, L. P. Kouwenhoven, J. R. Petta, S. Tarucha,
and L. M. K. Vandersypen, Spins in few-electron quantum
dots, Rev. Mod. Phys. 79, 1217 (2007).

[47] A. R. Mills, D. M. Zajac, M. J. Gullans, F. J. Schupp,
T. M. Hazard, and J. R. Petta, Shuttling a single charge
across a one-dimensional array of silicon quantum dots,
Nat. Commun. 10, 1063 (2019).

[48] S. G. J. Philips, M. T. Madzik, S. V. Amitonov, S. L.
de Snoo, M. Russ, N. Kalhor, C. Volk, W. I. L. Lawrie,
D. Brousse, L. Tryputen, B. P. Wuetz, A. Sammak, M.
Veldhorst, G. Scappucci, and L. M. K. Vandersypen, Uni-
versal control of a six-qubit quantum processor in silicon,
ArXiv:2202.09252.

[49] H. Qiao, Y. P. Kandel, S. K. Manikandan, A. N. Jordan,
S. Fallahi, G. C. Gardner, M. J. Manfra, and J. M. Nichol,
Conditional teleportation of quantum-dot spin states, Nat.
Commun. 11, 3022 (2020).

[50] A. Y. Smirnov, S. Savel’ev, L. G. Mourokh, and F.
Nori, Modelling chemical reactions using semiconductor
quantum dots, Europhys. Lett. 80, 67008 (2007).

[51] P. Barthelemy and L. M. K. Vandersypen, Quantum dot
systems: A versatile platform for quantum simulations,
Ann. Phys. 525, 808 (2013).

[52] T. Hensgens, T. Fujita, L. Janssen, X. Li, C. J. Van Diepen,
C. Reichl, W. Wegscheider, S. Das Sarma, and L. M. K.
Vandersypen, Quantum simulation of a Fermi-Hubbard
model using a semiconductor quantum dot array, Nature
548, 70 (2017).

[53] J. Leppäkangas, J. Braumüller, M. Hauck, J.-M. Reiner, I.
Schwenk, S. Zanker, L. Fritz, A. V. Ustinov, M. Weides,

040308-18

https://doi.org/10.1063/1.477389
https://doi.org/10.1103/PhysRevLett.93.076401
https://doi.org/10.1021/acs.jpca.5b03256
https://doi.org/10.1021/acs.jpclett.8b01619
https://doi.org/10.1038/s41467-018-05617-3
https://doi.org/10.1103/PhysRevLett.123.090402
https://doi.org/10.1021/acs.chemrev.9b00447
https://doi.org/10.1103/PhysRevA.83.062317
https://doi.org/10.1038/srep09981
https://doi.org/10.1038/s41598-020-60321-x
https://doi.org/10.1103/PhysRevResearch.3.013182
https://doi.org/10.1103/RevModPhys.92.015003
https://doi.org/10.1038/s41534-020-0278-0
https://doi.org/10.1038/nphys2275
https://doi.org/10.1103/RevModPhys.86.153
https://doi.org/10.1007/s11128-016-1489-3
https://doi.org/10.1039/D1SC02142G
https://doi.org/10.1038/s41534-018-0102-2
https://doi.org/10.1038/s41467-018-03312-x
https://doi.org/10.1103/PhysRevLett.122.050501
https://doi.org/10.1021/acs.jpcb.6b10772
https://doi.org/10.1063/1.5099499
https://doi.org/10.1103/PhysRevLett.118.140403
https://doi.org/10.1103/RevModPhys.59.1
https://doi.org/10.1021/jp9847540
https://doi.org/10.1103/RevModPhys.74.1283
https://doi.org/10.1103/RevModPhys.79.1217
https://doi.org/10.1038/s41467-019-08970-z
https://arxiv.org/abs/2202.09252
https://doi.org/10.1038/s41467-020-16745-0
https://doi.org/10.1209/0295-5075/80/67008
https://doi.org/10.1002/andp.201300124
https://doi.org/10.1038/nature23022


ANALOG QUANTUM SIMULATION... PRX QUANTUM 3, 040308 (2022)

and M. Marthaler, Quantum simulation of the spin-boson
model with a microwave circuit, Phys. Rev. A 97, 052321
(2018).

[54] S. Mostame, P. Rebentrost, A. Eisfeld, A. J. Kerman, D.
I. Tsomokos, and A. Aspuru-Guzik, Quantum simulator
of an open quantum system using superconducting qubits:
Exciton transport in photosynthetic complexes, New J.
Phys. 14, 105013 (2012).

[55] F. Guinea, V. Hakim, and A. Muramatsu, Bosonization of
a two-level system with dissipation, Phys. Rev. B 32, 4410
(1985).

[56] D. Newman, F. Mintert, and A. Nazir, Performance of a
quantum heat engine at strong reservoir coupling, Phys.
Rev. E 95, 032139 (2017).

[57] A. Frisk Kockum, A. Miranowicz, S. De Liberato, S.
Savasta, and F. Nori, Ultrastrong coupling between light
and matter, Nat. Rev. Phys. 1, 19 (2019).

[58] S. J. Jang and B. Mennucci, Delocalized excitons in
natural light-harvesting complexes, Rev. Mod. Phys. 90,
035003 (2018).

[59] N. J. Hestand and F. C. Spano, Expanded theory of H- and
J-molecular aggregates: The effects of vibronic coupling
and intermolecular charge transfer, Chem. Rev. 118, 7069
(2018).

[60] S. M. Janke, M. B. Qarai, V. Blum, and F. C. Spano,
Frenkel-Holstein Hamiltonian applied to absorption spec-
tra of quaterthiophene-based 2D hybrid organic-inorganic
perovskites, J. Chem. Phys. 152, 144702 (2020).

[61] T. C. Berkelbach, M. S. Hybertsen, and D. R. Reichman,
Microscopic theory of singlet exciton fission. II. Applica-
tion to pentacene dimers and the role of superexchange, J.
Chem. Phys. 138, 114103 (2013).

[62] M. H. Devoret, in Quantum Fluctuations, edited by S.
Reymaud, E. Giacobino, and J. Zinn-Justin (Elsevier,
1997) Chap. 10.

[63] U. Weiss, Quantum Dissipative Systems, Series in Modern
Condensed Matter Physics (World Scientific, Singapore,
1999).

[64] H.-T. Chen, G. Cohen, and D. R. Reichman, Inch-
worm Monte Carlo for exact non-adiabatic dynamics.
I. Theory and algorithms, J. Chem. Phys. 146, 054105
(2017).

[65] J. R. Petta, A. C. Johnson, J. M. Taylor, E. A. Laird, A.
Yacoby, M. D. Lukin, C. M. Marcus, M. P. Hanson, and
A. C. Gossard, Coherent manipulation of coupled electron
spins in semiconductor quantum dots, Science 309, 2180
(2005).

[66] S. Foletti, H. Bluhm, D. Mahalu, V. Umansky, and A.
Yacoby, Universal quantum control of two-electron spin
quantum bits using dynamic nuclear polarization, Nat.
Phys. 5, 903 (2009).

[67] C. H. Wong, M. A. Eriksson, S. N. Coppersmith, and
M. Friesen, High-fidelity singlet-triplet S − T− qubits in
inhomogeneous magnetic fields, Phys. Rev. B 92, 045403
(2015).

[68] X. Cai, E. J. Connors, and J. M. Nichol, Coherent spin-
valley oscillations in silicon, ArXiv:2111.14847.

[69] C. Kloeffel and D. Loss, Prospects for spin-based quantum
computing in quantum dots, Annu. Rev. Condens. Matter
Phys. 4, 51 (2013).

[70] Y. Tanimura, Numerically exact approach to open quan-
tum dynamics: The hierarchical equations of motion
(HEOM), J. Chem. Phys. 153, 020901 (2020).

[71] J. Adolphs and T. Renger, How proteins trigger excita-
tion energy transfer in the FMO complex of green sulfur
bacteria, Biophys. J. 91, 2778 (2006).

[72] A. Kell, X. Feng, M. Reppert, and R. Jankowiak, On the
shape of the phonon spectral density in photosynthetic
complexes, J. Phys. Chem. B 117, 7317 (2013).

[73] J. Hu, R.-X. Xu, and Y. Yan, Communication: Padé spec-
trum decomposition of Fermi function and Bose function,
J. Chem. Phys. 133, 101106 (2010).

[74] E. J. Connors, J. Nelson, L. F. Edge, and J. M. Nichol,
Charge-noise spectroscopy of Si/SiGe quantum dots via
dynamically-decoupled exchange oscillations, Nat. Com-
mun. 13, 940 (2022).

[75] R. M. Jock, N. T. Jacobson, P. Harvey-Collard, A. M.
Mounce, V. Srinivasa, D. R. Ward, J. Anderson, R.
Manginell, J. R. Wendt, M. Rudolph, T. Pluym, J. K. Gam-
ble, A. D. Baczewski, W. M. Witzel, and M. S. Carroll,
A silicon metal-oxide-semiconductor electron spin-orbit
qubit, Nat. Commun. 9, 1768 (2018).

[76] B. M. Maune, M. G. Borselli, B. Huang, T. D. Ladd, P.
W. Deelman, K. S. Holabird, A. A. Kiselev, I. Alvarado-
Rodriguez, R. S. Ross, A. E. Schmitz, M. Sokolich, C. A.
Watson, M. F. Gyure, and A. T. Hunter, Coherent singlet-
triplet oscillations in a silicon-based double quantum dot,
Nature 481, 344 (2012).

[77] A. P. Higginbotham, F. Kuemmeth, M. P. Hanson, A.
C. Gossard, and C. M. Marcus, Coherent Operations and
Screening in Multielectron Spin Qubits, Phys. Rev. Lett.
112, 026801 (2014).

[78] L. Petit, H. G. J. Eenink, M. Russ, W. I. L. Lawrie, N. W.
Hendrickx, S. G. J. Philips, J. S. Clarke, L. M. K. Vander-
sypen, and M. Veldhorst, Universal quantum logic in hot
silicon qubits, Nature 580, 355 (2020).

[79] C. H. Yang, R. C. C. Leon, J. C. C. Hwang, A. Saraiva,
T. Tanttu, W. Huang, J. Camirand Lemyre, K. W. Chan,
K. Y. Tan, F. E. Hudson, K. M. Itoh, A. Morello, M.
Pioro-Ladrière, A. Laucht, and A. S. Dzurak, Operation
of a silicon quantum processor unit cell above one kelvin,
Nature 580, 350 (2020).

[80] D. K. Wilson and G. Feher, Electron spin resonance
experiments on donors in silicon. III. Investigation of
excited states by the application of uniaxial stress and their
importance in relaxation processes, Phys. Rev. 124, 1068
(1961).

[81] I. A. Yugova, A. Greilich, D. R. Yakovlev, A. A. Kise-
lev, M. Bayer, V. V. Petrov, Y. K. Dolgikh, D. Reuter, and
A. D. Wieck, Universal behavior of the electron g fac-
tor in GaAs-AlxGa1−xAs quantum wells, Phys. Rev. B 75,
245302 (2007).

[82] N. Samkharadze, A. Bruno, P. Scarlino, G. Zheng, D.
P. DiVincenzo, L. DiCarlo, and L. M. K. Vandersypen,
High-Kinetic-Inductance Superconducting Nanowire Res-
onators for Circuit QED in a Magnetic Field, Phys. Rev.
Appl. 5, 044004 (2016).

[83] L. Grünhaupt, M. Spiecker, D. Gusenkova, N. Maleeva,
S. T. Skacel, I. Takmakov, F. Valenti, P. Winkel, H.
Rotzinger, W. Wernsdorfer, A. V. Ustinov, and I. M. Pop,

040308-19

https://doi.org/10.1103/PhysRevA.97.052321
https://doi.org/10.1088/1367-2630/14/10/105013
https://doi.org/10.1103/PhysRevB.32.4410
https://doi.org/10.1103/PhysRevE.95.032139
https://doi.org/10.1038/s42254-018-0006-2
https://doi.org/10.1103/RevModPhys.90.035003
https://doi.org/10.1021/acs.chemrev.7b00581
https://doi.org/10.1063/1.5139044
https://doi.org/10.1063/1.4794427
https://doi.org/10.1063/1.4974328
https://doi.org/10.1126/science.1116955
https://doi.org/10.1038/nphys1424
https://doi.org/10.1103/PhysRevB.92.045403
https://arxiv.org/abs/2111.14847
https://doi.org/10.1146/annurev-conmatphys-030212-184248
https://doi.org/10.1063/5.0011599
https://doi.org/10.1529/biophysj.105.079483
https://doi.org/10.1021/jp405094p
https://doi.org/10.1063/1.3484491
https://doi.org/10.1038/s41467-022-28519-x
https://doi.org/10.1038/s41467-018-04200-0
https://doi.org/10.1038/nature10707
https://doi.org/10.1103/PhysRevLett.112.026801
https://doi.org/10.1038/s41586-020-2170-7
https://doi.org/10.1038/s41586-020-2171-6
https://doi.org/10.1103/PhysRev.124.1068
https://doi.org/10.1103/PhysRevB.75.245302
https://doi.org/10.1103/PhysRevApplied.5.044004


CHANG WOO KIM, NICHOL, JORDAN, and FRANCO PRX QUANTUM 3, 040308 (2022)

Granular aluminium as a superconducting material for
high-impedance quantum circuits, Nat. Mater. 18, 816
(2019).

[84] A. Montoya-Castillo, T. C. Berkelbach, and D. R. Reich-
man, Extending the applicability of redfield theories into
highly non-Markovian regimes, J. Chem. Phys. 143,
194108 (2015).

[85] P. Kamenov, W.-S. Lu, K. Kalashnikov, T. DiNapoli, M. T.
Bell, and M. E. Gershenson, Granular Aluminum Mean-
dered Superinductors for Quantum Circuits, Phys. Rev.
Appl. 13, 054051 (2020).

[86] M. Peruzzo, A. Trioni, F. Hassani, M. Zemlicka, and
J. M. Fink, Surpassing the Resistance Quantum with a
Geometric Superinductor, Phys. Rev. Appl. 14, 044055
(2020).

[87] K. Ono, D. G. Austing, Y. Tokura, and S. Tarucha, Cur-
rent rectification by Pauli exclusion in a weakly coupled
double quantum dot system, Science 297, 1313 (2002).

[88] M. G. Borselli, K. Eng, E. T. Croke, B. M. Maune, B.
Huang, R. S. Ross, A. A. Kiselev, P. W. Deelman, I.
Alvarado-Rodriguez, A. E. Schmitz, M. Sokolich, K. S.
Holabird, T. M. Hazard, M. F. Gyure, and A. T. Hunter,
Pauli spin blockade in undoped Si/SiGe two-electron
double quantum dots, Appl. Phys. Lett. 99, 063109
(2011).

[89] A. R. Mills, M. M. Feldman, C. Monical, P. J. Lewis, K.
W. Larson, A. M. Mounce, and J. R. Petta, Computer-
automated tuning procedures for semiconductor quantum
dot arrays, Appl. Phys. Lett. 115, 113501 (2019).

[90] J. M. Elzerman, R. Hanson, L. H. Willems van Beveren,
B. Witkamp, L. M. K. Vandersypen, and L. P. Kouwen-
hoven, Single-shot read-out of an individual electron spin
in a quantum dot, Nature 430, 431 (2004).

[91] J. M. Sage, V. Bolkhovsky, W. D. Oliver, B. Turek, and
P. B. Welander, Study of loss in superconducting copla-
nar waveguide resonators, J. Appl. Phys. 109, 063915
(2011).

[92] C. W. Kim, B. Choi, and Y. M. Rhee, Excited state energy
fluctuations in the Fenna-Matthews-Olson complex from
molecular dynamics simulations with interpolated chro-
mophore potentials, Phys. Chem. Chem. Phys. 20, 3310
(2018).

[93] O. E. Dial, M. D. Shulman, S. P. Harvey, H. Bluhm, V.
Umansky, and A. Yacoby, Charge Noise Spectroscopy
Using Coherent Exchange Oscillations in a Singlet-Triplet
Qubit, Phys. Rev. Lett. 110, 146804 (2013).

[94] Y. P. Kandel, H. Qiao, S. Fallahi, G. C. Gardner, M. J.
Manfra, and J. M. Nichol, Coherent spin-state transfer via
Heisenberg exchange, Nature 573, 553 (2019).

[95] T. Holstein, Studies of polaron motion: Part II. The
“small” polaron, Ann. Phys. 8, 343 (1959).

[96] S. P. Harvey, C. G. L. Bøttcher, L. A. Orona, S. D. Bartlett,
A. C. Doherty, and A. Yacoby, Coupling two spin qubits
with a high-impedance resonator, Phys. Rev. B 97, 235409
(2018).

[97] J. Medford, J. Beil, J. M. Taylor, E. I. Rashba, H. Lu,
A. C. Gossard, and C. M. Marcus, Quantum-Dot-Based
Resonant Exchange Qubit, Phys. Rev. Lett. 111, 050501
(2013).

[98] M. Russ, J. R. Petta, and G. Burkard, Quadrupolar
Exchange-Only Spin Qubit, Phys. Rev. Lett. 121, 177701
(2018).

[99] M. Hofheinz, H. Wang, M. Ansmann, R. C. Bialczak, E.
Lucero, M. Neeley, A. D. O’Connell, D. Sank, J. Wenner,
J. M. Martinis, and A. N. Cleland, Synthesizing arbitrary
quantum states in a superconducting resonator, Nature
459, 546 (2009).

[100] L. P. Kouwenhoven, C. M. Marcus, P. L. McEuen, S.
Tarucha, R. M. Westervelt, and N. S. Wingreen, in Meso-
scopic Electron Transport, edited by L. L. Sohn, L.
P. Kouwenhoven, and G. Schön (Springer Netherlands,
Dordrecht, 1997), p. 105.

[101] S. Datta, Quantum Transport: Atoms to Transistors (Cam-
bridge University Press, New York, 2005).

[102] X. Zheng, G. Chen, Y. Mo, S. Koo, H. Tian, C. Yam,
and Y. Yan, Time-dependent density functional theory for
quantum transport, J. Chem. Phys. 133, 114101 (2010).

[103] Y. Zhang, S. Chen, and G. Chen, First-principles time-
dependent quantum transport theory, Phys. Rev. B 87,
085110 (2013).

[104] I. Franco, C. B. George, G. C. Solomon, G. C. Schatz, and
M. A. Ratner, Mechanically activated molecular switch
through single-molecule pulling, J. Am. Chem. Soc. 133,
2242 (2011).

[105] Y. Han, C. Nickle, M. S. Maglione, S. K. Karuppannan,
J. Casado-Montenegro, D.-C. Qi, X. Chen, A. Tadich, B.
Cowie, M. Mas-Torrent, C. Rovira, J. Cornil, J. Veciana,
E. del Barco, and C. A. Nijhuis, Bias-polarity-dependent
direct and inverted Marcus charge transport affecting rec-
tification in a redox-active molecular junction, Adv. Sci.
8, 2100055 (2021).

[106] S. Ballmann, R. Härtle, P. B. Coto, M. Elbing, M. Mayor,
M. R. Bryce, M. Thoss, and H. B. Weber, Experimen-
tal Evidence for Quantum Interference and Vibrationally
Induced Decoherence in Single-Molecule Junctions, Phys.
Rev. Lett. 109, 056801 (2012).

[107] T. Boolakee, C. Heide, A. Garzón-Ramírez, H. B.
Weber, I. Franco, and P. Hommelhoff, Light-field con-
trol of real and virtual charge carriers, Nature 605, 251
(2022).

[108] N. M. Sundaresan, Y. Liu, D. Sadri, L. J. Szőcs, D. L.
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