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The relationship between electronic interactions and electronic decoherence is a fundamental problem
in chemistry. Here we show that varying the electron-electron interactions does not affect the electronic
decoherence in the pure-dephasing limit. In this limit, the effect of varying the electronic interactions
is to rigidly shift in energy the diabatic potential energy surfaces without changing their shape, thus
keeping the nuclear dynamics in these surfaces that leads to the electronic decoherence intact. This
analysis offers a simple and intuitive understanding of previous theoretical and computational efforts
to characterize the influence of electronic interactions on the decoherence and opens opportunities to
study exact electronic decoherence with approximate electronic structure theories. Published by AIP
Publishing. https://doi.org/10.1063/1.5049710

Understanding the electronic properties of molecules is
one of the most important problems in chemistry, funda-
mental to our ability to characterize, design, and control
molecules and materials. Two of the most important fac-
tors that influence the nature of the many-electron states are
electron-electron interactions1 and electronic decoherence.
The electron-electron interactions, pairwise Coulomb inter-
actions in first-principle treatments, lead to the correlated
motion of all electrons in a molecular system.2 This corre-
lation determines chemical bonding, the electronic proper-
ties of matter, and the many-electron energy eigenstates. In
turn, electronic decoherence in molecules arises due to the
electron-nuclear interactions.3–10 The nuclei act as an envi-
ronment that induces a loss of phase relationship between
the electronic states. Understanding the mechanisms for elec-
tronic decoherence is of vital importance for understanding
the ground- and excited-state dynamics of molecules,5,6,8,9

for developing accurate approximations to model correlated
electron-nuclear dynamics11,12 and for preserving electronic
coherence that can subsequently be used to enhance molecular
functions.13

A fundamental question that arises in this context is what
is the mutual influence of electron-electron interactions and
electronic decoherence.14 More precisely, whether decoher-
ence can induce changes in the electronic correlation and,
conversely, whether electron-electron interactions can modify
the electronic decoherence dynamics. In a recent exact numer-
ical study of electronic decoherence for the Su-Schrieffer-
Heeger (SSH) Hamiltonian amended by the Hubbard electron-
repulsion term,6 it was shown that while the electron-electron
interactions can induce a significant change of the electronic
decoherence by introducing and modifying avoided crossings
among the Potential Energy Surfaces (PESs), they do not
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influence the decoherence when the dynamics is pure-
dephasing in nature. That is, when the nuclei do not introduce
significant transitions among electronic diabatic states. This
is so provided that the dynamics involves the same electronic
states as modified by varying the electronic interactions. This
surprising observation is consistent with a previous theoretical
analysis14 which states that, for pure-dephasing dynamics, the
electron-electron interactions do not influence the electronic
decoherence. However, this theory is based on a fictitious
process in which the full interacting state for the compos-
ite electron-nuclear system is adiabatically connected to one
without the electron-electron interaction part that cannot be
physically realized.

In this paper, we present an alternative, physically intu-
itive, analysis of the influence of electron-electron interac-
tions on the electronic decoherence. Specifically, we demon-
strate that, in the pure-dephasing limit, varying the electron-
electron interactions only induces a rigid shift in the energy of
the Diabatic Potential Energy Surfaces (DPESs) involved in
the electron-nuclear dynamics, without changing their shape,
thus leaving the electron-nuclear entanglement that leads to
decoherence intact. For this, we first show that the pure-
dephasing dynamics is determined by the nuclear wavepacket
dynamics on DPESs. Then we analyze how the nuclear
wavepacket dynamics is affected by varying electron-electron
interactions.

We consider a general molecular Hamiltonian of the form
H = HS + HB + HSB, where HS is the purely electronic Hamil-
tonian, HB = TB + VB is the nuclear component consisting of
the nuclear kinetic energy operator TB and a common nuclear
potential VB, and HSB is the electron-nuclear couplings. Here,
HSB ≡ HSB(r; R) is defined as the residual electron-nuclear
interactions that arise when the nuclear geometry deviates from
a given reference configuration (e.g., the minimum energy
geometry in the ground electronic surface), where r and R
denote the electronic and nuclear coordinates, respectively.
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In this context, the pure-dephasing condition is expressed as
[HS , HSB] = 0. Under this condition, the Hamiltonian can be
written in a simplified form that is convenient for this discus-
sion. By defining the electronic diabatic states {��σ〉} (or crude
adiabatic states15) as the eigenstates of HS at a fixed nuclear
geometry HS

��σ〉 = Eσ ��σ〉, the molecular Hamiltonian can be
represented as

H =
∑
σ

(Eσ + Vσ(R) + HB)|σ〉〈σ |+
∑
σ,σ′

Vσσ′(R)|σ〉〈σ′ |

≡
∑
σ

Hσ |σ〉〈σ |+
∑
σ,σ′

Vσσ′(R)|σ〉〈σ′ |, (1)

where Vσ(R) = 〈σ |HSB |σ〉r with 〈· · · 〉r = ∫ · · · dr and
Hσ = TB + Vσ(R) is the nuclear Hamiltonian correspond-
ing to electronic state ��σ〉 with DPES Vσ(R). In turn,
Vσσ′ = 〈σ |HSB |σ

′〉r is the off-diagonal electron-nuclear cou-
plings. The pure-dephasing approximation amounts to neglect-
ing these off-diagonal couplings which immediately leads to
the condition [HS , HSB] = 0. The molecular Hamiltonian in
the pure-dephasing limit reads

H =
∑
σ

Hσ |σ〉〈σ |. (2)

Using the diabatic representation instead of the adiabatic rep-
resentation is convenient to understand electronic decoher-
ence because the diabatic states are a purely electronic basis
with no dependence on the nuclear coordinates. By contrast,
the adiabatic (Born-Oppenheimer) states contain a parametric
dependence on the nuclear coordinates that makes it difficult
to isolate purely electronic coherence properties.9

Strictly speaking, the pure-dephasing condition is not
satisfied by molecules. However, in practice, it is a good
approximation when the vibrational dynamics do not induce
significant electronic transitions. It has been found to be useful
in studies of quantum molecular dynamics, decoherence, and
optical spectroscopy.3,6,7,16,17

To quantify the electronic decoherence due to electron-
nuclear entanglement, a well-defined basis-independent mea-
sure is required. Here we employ the purity P = Tr[ρ2

e] ≤ 1,
where ρe is the electronic density matrix obtained by tracing
out the nuclear degrees of freedom (dof) from the full den-
sity matrix ρ of the electron-nuclear system, i.e., ρe = TrB[ρ],
where TrB denotes a trace over the nuclear states. The purity
is P = 1 for pure states and P < 1 for a statistical mixture of
states. For a maximally entangled state, the reduced density
matrix becomes ρe =

1
N

∑N−1
n=0 |σ〉〈σ |, where N is the number

of electronic states {��σ〉} that span the chosen Hilbert space,
and the purity reaches its minimum value P = 1

N .
In the interest of clarity of presentation, we will focus on

molecular systems with two DPESs, i.e., σ = {g, e}. However,
cases with more than two electronic surfaces can be analyzed
in a similar way with identical conclusions. Throughout we
employ atomic units (~ = 1).

When the electron-nuclear dynamics is pure dephas-
ing, the decoherence dynamics is determined by the nuclear
wavepacket dynamics on the DPES. Due to the absence of
electronic transitions induced by nuclear motion in the pure
dephasing dynamics, the electron-nuclear dynamics can be

understood through nuclear wavepacket dynamics on different
electronic surfaces.3,6,18

To show this, consider the pure-dephasing vibronic
Hamiltonian [Eq. (2)] and an initially separable vibronic state,

|Ψ(t = 0)〉 = (cg |g〉 + ce |e〉)| χ0〉, (3)

where ��χ0〉 is the initial nuclear state and cg, ce are the elec-
tronic amplitudes. Clearly, at initial time, the electrons are in
a pure state because they are not entangled with the nuclear
dof. In this molecular system, the nuclear wavepackets move
independently on the corresponding DPES. The vibronic state
at a later time t becomes

|Ψ(t)〉 = cg | χg(t)〉|g〉 + ce | χe(t)〉|e〉, (4)

where ��χσ(t)〉 = Uσ(t)��χ0〉 is the nuclear wavepacket in the
σ-th surface and Uσ(t) = e−iHσ t is the corresponding nuclear
evolution operator. Tracing out the nuclear dof yields the
reduced density matrix for the electrons which in matrix form
is

ρe(t) =



|cg |
2 cgc∗e〈χ0 |U

†
e (t)Ug(t)| χ0〉

c∗gce〈χ0 |U
†
g (t)Ue(t)| χ0〉 |ce |

2


.

(5)

Introducing the decoherence function19

Γ(t) = ln |〈χ0 |U
†
g (t)Ue(t)| χ0〉|

2, (6)

the electronic purity can be written as

Pe(t) = Tre{ρ
2
e(t)} = |cg |

4 + |ce |
4 + 2|cg |

2 |ce |
2eΓ(t)

= 1 + 2|cg |
2 |ce |

2(eΓ(t) − 1), (7)

where in the last step, we have taken into account that |cg|2

+ |ce|2 = 1. The decoherence is thus caused by the decay of
the nuclear wavepacket overlaps due to nuclear dynamics in
alternative DPES.20

The decoherence function, characterizing the overlap
between nuclear wavepackets on different PESs, is of signifi-
cant importance in chemistry as it also enters into the spectral
line shape theory17 and non-adiabatic and vibrational transi-
tion rates in condensed phase environments.18,21 This overlap
can also be understood as the nuclear wavepacket evolution
through a closed time contour where it propagates forward in
time on the excited state surface to time t, makes a jump to the
ground state surface, and propagates backward in time until
the initial time, i.e.,

〈χg(t)| χe(t)〉 = 〈χ0 |Ug(−t)Ue(t)| χ0〉. (8)

Such a closed time loop is akin to that used in defining the
Loschmidt echo in the study of quantum chaos.22 In this pic-
ture, the decoherence function measures how sensitive the
nuclear wavepacket dynamics is to the change of the elec-
tronic surface. If the nuclear dynamics is very sensitive to the
change of DPES, the probability that the wavepacket goes back
to the initial state after the time loop is small leading to a fast
decoherence.

Having established that in the pure-dephasing limit the
decoherence dynamics is determined by nuclear wavepacket
dynamics on the DPES, we now discuss how the electronic
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interactions change the decoherence function. Let us start by
parameterizing the electronic Hamiltonian as HS(λ) = H0

+ λVS , where VS is the two-body component of the electron-
electron interaction that is not included in the reference Hamil-
tonian H0. This parametrization of HS is not unique, and the
choice of H0 is a matter of convenience. For example, one can
choose H0 as the Hartree-Fock (HF) Hamiltonian and then VS

becomes the electronic correlation. In fact, the following argu-
ment remains valid for any separation of HS provided that H0

defines the same Hilbert space as HS . The parameter λ char-
acterizes the strength of the two-body electronic interactions.
In this context, the diabatic states, {��σ(λ)〉}, defined as the
eigenstates of the electronic Hamiltonian

HS(λ)|σ(λ)〉 = Eσ(λ)|σ(λ)〉, (9)

depend on the value of λ. Conceptually, by choosing a dia-
batic basis that changes with λ, it is supposed that both the
initial state [Eq. (3)] and the Hamiltonian change with the
electron-electron interactions. That is, the dynamics always
involve the same pair of electronic states adiabatically con-
nected as λ is varied. The Hamiltonian for nuclear dynam-
ics associated with the electronic state |σ(λ)〉 [cf. Eq. (2)]
becomes Hσ = HB + Vσ(R, λ) + Eσ(λ), and the DPES
becomes Vσ(R) = VB + Vσ(R, λ) + Eσ(λ). At first glance,
it would seem that changing the degree of electronic interac-
tions will change the shape of the diabatic surfaces because of
Vσ(R, λ). Surprisingly, this term does not depend on λ. To
show this, we differentiate it with respect to λ to yield

d
dλ

Vσ(R, λ) =
d

dλ
〈σ(λ)|HSB(r, R)|σ(λ)〉r

=

〈
d

dλ
σ(λ)

�����
HSB(r, R)

�����
σ(λ)

〉
r

+ c.c.

= 0, (10)

where c.c. stands for complex conjugate. Because for pure-
dephasing dynamics [HS(λ), HSB] = 0, the diabatic elec-
tronic states will also be eigenstates of HSB, that is,
HSB

��σ(λ)〉 = f (λ)��σ(λ)〉 with real eigenvalues f (λ). Further-
more, differentiating the normalization condition 〈σ(λ)��σ(λ)〉
= 1 with respect to λ leads to 〈σ(λ)�� d

dλσ(λ)〉+ c.c. = 0. These
two considerations lead to the nullity of Eq. (10). Therefore,
the Vσ(R, λ) = Vσ(R) do not depend on λ. This implies that
even though varying the electron-electron interactions may
shift the DPES through Eσ(λ), it does not change their shape.
Therefore, even if the initial nuclear state is chosen to be deter-
mined by the shape of the surface (e.g., when it is chosen to be
an eigenstate of the nuclear Hamiltonian in a given DPES), it
remains the same during the process of varying λ. Expressing
Hσ into a sum of the nuclear-dependent part and a λ-dependent
part, i.e., Hσ = Hσ(R)+Eσ(λ), the nuclear evolution operator
in the diabatic surface σ becomes

Uσ(t) = e−iHσ t = e−iHσ (R)te−iEσ (λ)t . (11)

Clearly, the electronic interaction only adds a phase factor into
the nuclear evolution operator. Inserting Eq. (11) into Eq. (6)
yields the decoherence function

Γ(t) = ln���〈χ0 |e
iHg(R)te−iHe(R)t | χ0〉

���
2
. (12)

As can be seen, the decoherence function does not depend on
λ. Therefore, the electronic interaction does not change the
decoherence function and, thus, the electronic decoherence.

This conclusion implies that, for a general molecular
system, the exact electronic decoherence with full electronic
correlation is equivalent to the one obtained using mean-field
HF approximation for the electronic structure provided that
the dynamics is pure-dephasing with and without the elec-
tronic correlation. This corresponds to the case of choosing
H0 as the HF Hamiltonian and VS as the electronic corre-
lation. We stress that the choice of HF for H0 (λ = 0) is not
unique. The argument above implies that one can use any other
electronic structure theory to define H0 provided that the cor-
responding Hamiltonian spans the same Hilbert space as the
original electronic Hamiltonian and that the pure-dephasing
approximation remains valid for λ = 0, 1 for the DPES
at play.

It is interesting to discuss how this general observation
manifests itself in the early-times of purity dynamics5,23–25

and the cumulant expansion of the decoherence function,17

which are the two well-established methods to study decoher-
ence. Up to the second-order in the cumulant expansion,17 the
decoherence function Γ(t) can be written as

Γ(t) ≈ −2
∫ t

0
ds

∫ s

0
ds′〈δEeg(s)δEeg(s′)〉. (13)

Here 〈· · · 〉 = TrB{ρB· · · }, where ρB = ��χ0〉 〈χ0�� is the initial
nuclear density matrix, Eeg = He −Hg is the energy gap oper-
ator, δEeg = Eeg − 〈Eeg〉, and δEeg(t) = U†g (t)δEegUg(t). The
early-time behavior of the decoherence function is obtained
from the Taylor expansion at initial time to second order, which
yields

Γ(t) = Γ(0) + tΓ̇(0) +
1
2

t2
Γ̈(0) + O(t3)

= −〈(δEeg)2〉t2 + O(t3), (14)

where Γ̇(0) = 0. Inserting Eq. (14) into Eq. (7) and using
ex ≈ 1 + x leads to

Pe(t) = 1 − 2〈(δEeg)2〉|cg |
2 |ce |

2t2 + O(t3) = e−t2/τ2
d +O(t3),

(15)

where the decoherence time scale is τd = |cg |
−1 |ce |

−1/√
2〈(δEeg)2〉. This decoherence time scale developed from

the cumulant expansion coincides with the short-time purity
expansion in the pure-dephasing limit [see Eq. (15) in
Ref. 5]. Clearly, the early-time behavior of the electronic purity
is determined by the energy-gap fluctuations, which will not
change under rigid shifts in the energy of the DPES. Therefore,
varying the electronic interactions does not affect the early-
time purity dynamics because it keeps initial fluctuations of
operators that enter into HSB intact.

An important question in this context is when will the
pure-dephasing mechanism dominate. Some insights can be
developed from the displaced harmonic oscillator model.
This model consists of two coupled harmonic diabatic sur-
faces with force constants {kµ} whose equilibrium configu-
ration is displaced by dµ along the µth coordinate Rµ upon
��g〉 → ��e〉 electronic excitation. The vibronic Hamilto-
nian includes non-pure-dephasing contributions of the form
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V eg(R)(��e〉〈g�� + ��g〉〈e��), where V eg(R) =
∑
µgµRµ + γ and

γ and gµ are the coupling constants. Equation (22) in
Ref. 5 identifies the contributions of pure-dephasing (first
term), electronic transitions (third term), and their interfer-
ence (second term) to the decoherence time τd for initial state
Eq. (3). The relative importance of the pure-dephasing con-
tribution of the µth mode can be obtained by taking the ratio
between pure and non-pure dephasing contributions to τ−2

d
(neglecting the interference), to yield

Qµ = QIQµ
S . (16)

Here QI = |cg |
2 |ce |

2/(1 − 4|cg |
2 |ce |

2 cos2 θ) characterize the
dependence on the initial state and

Qµ
S = (kµdµ/gµ)2 (17)

solely depends on the Hamiltonian. ForQI , 0, whenQµ
S � 1,

the nuclear wavepacket overlap decay is faster than the onset
of electronic transitions and pure-dephasing dominates.

To summarize, we have provided a simple and physically
transparent analysis to understand the fundamental connec-
tions between electronic interaction and electronic decoher-
ence. We showed that the electron-electron interaction does
not affect electronic decoherence because it does not change
the shape of DPES when the pure-dephasing limit is a good
approximation to the electron-nuclear evolution. This theory
explains the previous computational observations for the SSH
model amended with the Hubbard term using exact numer-
ical methods.6 It further explains the numerically observed
rigid shifts with increasing electron-electron interactions of
the adiabatic potential energy surface away from the avoided
crossings (Fig. 1 in Ref. 6) because in these regions, the
adiabatic and diabatic surfaces are expected to be close to
each other. These developments reinforce the conclusion in
Ref. 14 that the electron-electron interactions can influence
the electronic decoherence by modifying and opening paths
for electronic transitions among diabatic surfaces induced by
the nuclear dynamics and, albeit in the pure-dephasing limit,

also open opportunities to follow exact electronic decoherence
with approximate electronic structure theories.

This material is based upon work supported by the
National Science Foundation under No. CHE-1553939.
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