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Abstract: The highly polarizable π-electron system of conjugated molecules forms the basis for their unique
electronic and photophysical properties, which play an important role in numerous biological phenomena
and make them important materials for technological applications. We present a theoretical investigation
of the dynamics and relaxation of photoexcited states in conjugated polyfluorenes, which are promising
materials for display applications. Our analysis shows that both fast (∼20 fs) and slow (∼1 ps) nuclear
motions couple to the electronic degrees of freedom during the excited-state dynamics. Delocalized
excitations dominate the absorption, whereas emission comes from localized (self-trapped) excitons. This
localization is attributed to an inherent nonlinear coupling among vibronic degrees of freedom which leads
to lattice and torsional distortions and results in specific signatures in spectroscopic observables. Computed
vertical absorption and fluorescence frequencies as well as photoluminescence band shapes show good
agreement with experiment. Finally, we demonstrate that dimerization such as spiro-linking does not affect
the emission properties of molecules because the excitation becomes confined on a single chain of the
composite molecule.

I. Introduction

The rich photophysics and the device applications of emissive
π-conjugated polymers1-7 arise from their highly delocalized
and polarizable electronic density and the versatility in the
design of their chemical structures as well as their flexibility.
The evolution and relaxation of electronic excited states in these
“soft” organic materials involves a complex coupled dynamics
of electronic and nuclear degrees of freedom which plays an
important role in many photochemical, photophysical, spectro-
scopic, and charge and energy transport processes. Sophisticated
femtosecond spectroscopic techniques8,9 and theoretical char-
acterization10,11 offer valuable insights into the nature and
dynamics of these processes that could be used in the design of
novel materials with improved electronic functionalities.

Conjugated polyfluorenes (PFs) and their derivatives have
evolved as a major class of materials for bright blue light
emission in organic light-emitting devices (OLEDs).12-16 They
exhibit an efficient electroluminescence,17,18high carrier mobili-
ties,19,20 sufficient thermal stability, and good solubility in a
variety of solvents. By copolymerization12,21-23 or doping,24,25

it is possible to tune their emission over the entire visible
spectrum. Moreover, with proper choice of side chains, these
polymers exhibit liquid crystalline phases opening the possibility
for polarized electroluminescence from thin film samples.14

The building blocks of PFs are rigid planar biphenyl units,
bridged by a nonconjugated (sp3) carbon atom (Figures 1A and
2B). The latter can be conveniently functionalized in order to
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change the physicochemical properties of the polymer without
compromising the electronic structure of the main conjugated
backbone.13 In dilute solutions, bulk PF samples exhibit a glassy
(R) phase in which the PF chains have twisted conformations
(i.e., large dihedral angles between adjacent biphenyls). During
transition to the condensed state,n-alkyl-PFs can undergo a
conformational change into a so-calledâ-phase in which the
solid-state packing flattens the molecules into a fully planarized
conformation.13,26-28 The typical absorption spectrum ofR-phase
PF has a strong featureless peak at about 3.25 eV13,14 corre-
sponding to the1Bu (band gap) state absorption. The blue
emission of the polymer in solution shows a well resolved
vibrational structure with the 0-0 transition at 2.98 eV being
the most intense.13 â-phase formation is accompanied by a 0.1
eV red shift in the absorption and emission bands with respect
to the dilute solution values.13,26,29

Several chemical modifications of PFs have been developed.
For example, ladder-type poly(p-phenylene) (LPPP) is a variety
of PFs the structure of which is chemically enforced to be planar
(Figure 2B). Its spectroscopic similarities withâ-phase PF are
often used to justify a planar structure for theâ conformation.13

Since in solid-state samples molecular aggregation and/or
excimer formation may strongly affect the photophysical
properties of the devices introducing instability in the emission
spectra,30-36 spiro-linked PFs (Figure 6B) have become an
important way to preventπ-stacking and, thus, to stabilize the
blue emission of PF films.

Due to the technological importance of PFs, a theoretical
analysis of their electronic structure, behavior of spectroscopic
observables, and the role of disorder and defects is of current
topical interest. Previous quantum chemical studies have focused
on the effect of doping with Li atoms,37 the influence of
copolymerization on the absorption spectra,38 and the role of
keto defects on the absorption and emission properties.39,40The
latter showed that keto defects introduce a yellow-green parasite
emission band, traditionally assigned to aggregate formation,
that changes the desired blue emission of the polymer into a
green color. The origin of this low-energy emission band has

been extensively studied experimentally as well.41-44 Despite
the considerable theoretical effort37-40 in characterizing the
properties of PFs, many important issues related to the nature,
dynamics, and relaxation of photoexcitations in these polymers
have not been addressed yet. For this reason, here we report a
quantum chemical investigation of the adiabatic photoexcited
dynamics, absorption, and emission properties of PFs. Ground
and excited electronic state equilibrium geometries and the
photoexcited dynamics are computed using the recently devel-
oped excited-state molecular dynamics (ESMD) approach.45 The
simulations are performed by combining the Austin Model 1
(AM1) semiempirical Hamiltonian with the collective electronic
oscillator (CEO) representation.11 The computational results are
further analyzed in terms of geometric (dihedral angles and bond
length alternation) variables to follow the nuclear dynamics and
transition densities, natural transition orbitals, and spectroscopic
parameters to monitor the electronic dynamics.

The details of our computational approach are discussed in
section II.A. Section II.B introduces a real-space analysis of
the spatial evolution of photoexcitations, in terms of transition
densities and orbitals, that is used throughout this work. In
section III.A we study the photoexcited dynamics of LPPP and
PF oligomers (in the glassy (R) and planar (â) conformations)
of different lengths. In section III.B we focus on the effect of
dimerization (spiro-linking) on the photophysical properties of
PFs. Similar molecules have been recently synthesized and
characterized by Katzis et al..30 Finally, we discuss the trends
that emerge and summarize our results in section IV.

II. Theoretical Methodology

A. Computational Approach. To study absorption and emission
properties of PF-type oligomers as well as their photoexcited dynamics,
we employed the following computational strategy. Ground-state
optimal geometries were obtained using the Austin Model 1 (AM1)
semiempirical Hamiltonian46 at the Hartree-Fock (HF) level. The AM1
approach was specifically designed for this purpose. The vertical
transition frequencies from the ground state to the excited states were
then calculated with the CEO procedure11 combined with the AM1 or
the intermediate neglect of differential overlap/spectroscopy (INDO/
S) Hamiltonian.47,48 The latter was specifically parametrized for
computing UV-visible spectra of organic molecules. The CEO
approach, described in detail elsewhere (e.g., refs 11 and 49), solves
the equation of motion for the single-electron density matrix50

of a molecule driven by an external electric field using a time-dependent
Hartree-Fock (TDHF) approximation for the many-electron prob-
lem.51,52Here|Ψ(t)〉 is the many-electron wave function (time-dependent
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single Slater determinant driven by an external field),cm
† (cm) are

creation (annihilation) operators, and the indicesmandn refer to known
basis functions (e.g., atomic orbitals, AOs, in the site representation).
Within this theoretical framework, the changes induced in the density
matrix by an external field are expressed as linear combinations of the
electronic transition densities{êη}.11,49 These are defined as

and reflect the changes in the electronic density induced by an optical
transition from the ground state|g〉 to an excited state|η〉. The transition
densities (or electronic modes) are, in turn, the eigenfunctions of the
two-particle Liouville operatorL from the linearized TDHF equation
of motion11,51-53

where the eigenvaluesΩη are electronic|g〉 f |η〉 transition energies.
The eigenvalue problem stated in eq 3 may be written in matrix form
as11,51,54

which is known as the first-order random phase approximation (RPA)
eigenvalue equation.11,53HereX andYare particle-hole and hole-particle
components of the transition densityê ) [Y

X] in the molecular orbital
(MO) representation, respectively. The matrixA is Hermitian and
identical to the configuration interaction (CI) singles matrix (CI singles
is also known as the Tamm-Dancoff approximation), whereas the
Hermitian matrix B represents higher order electronic correlations
included in the TDHF approximation and it is known as the de-
excitation operator. The direct diagonalization ofL in eq 4 is the
potential computational bottleneck of the excited state calculations. The
CEO procedure circumvents this problem using numerically efficient
Krylov space algorithms (e.g., Lanczos or Davidson).11,55-58 This is
possible since the action of the TDHF operatorL on an arbitrary single
electron matrixê can be calculated on the fly without constructing and
storing the full matrixL in memory (direct approach).11,57,58 Subse-
quently the computation of excited states is not substantially more
numerically demanding than the ground-state calculations.

The TDHF approximation accounts for essential electronic correla-
tions (electron-hole interactions plus some additional higher order
terms)51,52,59which is sufficient for reasonably accurate calculations of
UV-visible spectra in many extended organic molecular systems.11 It
has the advantage of being size consistent, a major failure of truncated
CI techniques.60 However, excited states with a significant double
excitation character (e.g., Ag states in polyacetylene) cannot be
represented accurately with the TDHF and CI singles methods.61 We
also note that the TDHF approximation uses the HF ground state as a
reference state. If this state does not correspond to a stable minimum
(a positive energy Hessian) and if the electronic correlations (doubles
and higher orders) are significant for the ground-state wave function,
the first-order RPA approximation breaks down and eq 4 may yield
imaginary eigenvalues.62-67 For example, large contributions from

doubly excited configurations lead to imaginary RPA energies of triplet
states in both ethylene and formaldehyde.68,69 Extended conjugated
molecules, like the ones studied in this contribution, have stable HF
ground states (closed shell) and small second-order electronic correla-
tions. For these reasons, the approximations used in the CEO approach
are well suited for computing their electronic excitations contributing
to UV-visible spectra.11 Since the norm of the matrixB is typically
small for singlet states in extended conjugated systems, the results that
we obtain are similar to those of CI singles. In general RPA gives
better results compared to CI singles (in particular for transition dipoles
and oscillator strengths).70-72

The evolution of the molecules after initial photoexcitation is
followed using the ESMD approach,45 which calculates classical nuclear
trajectories on the excited-state adiabatic potential energy hypersurface.
A schematic representation of the computations presented herein is
shown in Figure 2A: an oligomer, initially in the ground-state optimal
geometry, is photoexcited (vertical absorptionΩA) by creating an
electron-hole pair (exciton). This initial photoexcitation (hot exciton)
is allowed to evolve along the molecular excited-state potential energy
surfaceEe(q) according to the Newtonian equations of motion for the
nuclear degrees of freedom

using a numerical velocity Verlet finite difference algorithm.73 Here
qR andMR represent the coordinates and the mass of one of the 3N -
6 vibrational normal modes (N being the total number of atoms in the
molecule). The forcesFR are obtained as numerical derivatives of the
exited-state energyEe(q) with respect toqR (as opposed to analytical
derivative techniques74 which are also feasible).74 We follow the
dynamics of all (3N - 6) nuclear degrees of freedom of the molecule.
The excited-state potential energy surfaceEe(q) and the forces that enter
into eq 5 are calculated quantum mechanically using the CEO method.
Namely, for each nuclear configurationq, Ee(q) ) Eg(q) + Ωη(q). The
ground-state energyEg(q) is obtained at the AM1/HF level; the vertical
|g〉 f |η〉 transition frequencyΩη(q) is calculated with the CEO
technique combined with the AM1 model. Using the same Hamiltonian
model (AM1) for both ground and excited states results in a significant
computational simplification that, together with efficient Davidson
diagonalization55,57,58techniques, makes it possible to follow picosecond
excited-state dynamics of quite large (200-300 atoms) molecular
systems taking into account all their 3N - 6 vibrational degrees of
freedom. In the dynamics, we focus on the lowest singlet excited1Bu

band gap state (Ωη ) Ω1 ) Ω) as it is the most important one in the
UV-visible spectra of conjugated polymers. The simulations allow us
to follow the gas-phase dynamics with vanishing damping (b ) 0) or
in an effective viscous medium (b * 0). The latter leads to the excited
state optimal geometry which is obtained by letting the propagation to
run sufficiently long for equilibration to occur. From this configuration,
the resulting “cold exciton” decays radiatively back to the ground state
(vertical fluorescenceΩF in Figure 2A). The present calculations neglect
the effects of the surrounding dielectric media which, however, could(52) Ring, P.; Schuck, P.The Nuclear Many-Body Problem; Springer-Verlag:
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be taken into account in the ESMD method using an appropriate
solvation model.75,76

The excited and ground-state equilibrium geometries obtained with
the ESMD approach may be used for calculating the absorption and
emission band shapes within the Condon approximation for displaced
(in conformational space) multidimensional harmonic oscillators.77,78

The distribution of the transition probabilities from the excited-state
relaxed conformation to the various vibrational modes of the ground
state is modeled by convolutions of Lorentzian line shapes, multiplied
by Franck-Condon factors. Consequently, the imaginary part of the
polarizability (which determines the fluorescence band shape) as a
function of the frequencyω is given in the zero-temperature limit by77,78

Hereµ is the electronic transition dipole moment between the excited
and the ground states, andΩ(0) is the associated 0-0 transition energy;
ωn andνn are the vibrational frequencies and quanta of the participating
normal modes, respectively. The vibrational overlap integrals (Franck-
Condon factors)

depend on the dimensionless displacements∆n of each normal mode
and conform to a Poisson distribution with Huang-Rhys factorsSn )
∆n

2/2. The line widthΓ is the only empirical parameter required for
modeling the vibronic spectra. It affects the shape of the vibrational
features and the relative intensities of the corresponding peaks. For all
calculations, we usedΓ ) 0.03 eV to resolve the main vibrational
progression and to simultaneously coarse grain over the low-frequency
normal modes. We used Lorentzian line shapes in eq 6 because our
computations reflect the spectroscopic properties of a single isolated
molecule the spectra of which are typically homogeneously broadened.
We note that computed AM1 vibrational frequencies are systematically
overestimated as it is a typical case for semiempirical computations.
As a consequence, the predicted vibrational tailing of the emission bands
is somewhat larger than the ones observed in experiments.

B. Transition Densities and Natural Transition Orbitals (NTOs).
During the photoexcited dynamics the molecular geometry gets distorted
and this, in turn, induces strong changes in the electronic wave function.
To connect these structural changes with the distinct dynamics of the
underlying photoinduced electron-hole pairs, we use a two-dimensional
real-space analysis11,49and a natural transition orbital decomposition79

of the calculated transition densitiesêη (eq 2).
The diagonal elements of the transition densities (êη)nn represent the

net charge induced in then-th AO by an external field. The off-diagonal
elements (êη)mn (m * n) represent the joint probability amplitude of
finding an electron and a hole located on them-th and n-th AOs,
respectively. To obtain a two-dimensional real-space display of these
modes, we coarse grain them over the various orbitals belonging to
each atom. In practice, the hydrogens are omitted because they weakly
participate in the delocalized electronic excitations. For other atoms
we use the following contraction: the total induced charge on each
atom A is given by

whereas an average over all off-diagonal matrix elements represents
the effective electronic coherence between atoms A and B,

Here the indicesnA andmB run over all atomic orbitals localized on
atoms A and B, respectively. The size of the resulting matrix (êη)AB is
now equal toN′ × N′, N′ being the number of atoms in the molecule
without hydrogens. Contour plots of (êη)AB provide a real-space picture
of electronic transitions by showing accompanying motions of optically
induced charges and electronic coherences.11,49 Two characteristic
lengths are of relevance in these plots. The diagonal size of the nonzero
matrix elementsLd reflects the degree of localization of the optical
excitation (the position of the center of mass of the electron-hole pair).
The largest off-diagonal extent of the nonzero matrix area (coherence
length Lc) measures the maximal distance between the electron and
hole (the exciton size).

The NTOs79 constitute an alternative and complementary representa-
tion of the electronic transitions. They offer the most compact
representation of a given transition density in terms of an expansion
into single-particle transitions. The NTOs are obtained by using the
orbital transformation of Amos and Hall79,80

where ψi (i ) 1,..., Ko) and ψj (j ) 1,..., Kv) denote occupied and
unoccupied molecular orbitals (MOs) and indicesi and j run over the
occupied and unoccupied subspaces, respectively.φi (φ′j) is the new
set of occupied (unoccupied) natural transition orbitals resulting from
this transformation. In turn,U andV are calculated by diagonalizing
the particle-hole block of the transition densityêph of a given electronic
state (a rectangularKo × Kv matrix in MO representation) as

The transition density matrixêph is diagonal in this representation

the resulting eigenvaluesλ measure the contribution of each “electron-
hole” NTO pair to the transition densityêph. Numbered in order of
decreasing magnitude, they obey: 1g λi ≡ λ′i g 0 (for i ) 1, ...,Ko),
λ′j ) 0 (for j ) Ko + 1, ..., Kv), and Σi)1

Ko λi ≈ 1.79 The resulting
quasiparticle basis set of NTOs{φ,φ′}η for the transition densityêη

offers a compact representation of a given electronic transition|g〉 f
|η〉 in terms of new single-particle orbitals. For example,λ1 ) 1 means
that the excited state can be well represented as a transition between
two orbitals, whereas several nonzero eigenvaluesλ indicate that the
excitation is an irreducible mixing of different electronic configurations.
The NTOs thus facilitate the interpretation of the true nature of the
excited state in contrast to the usual analysis in terms of a set of MOs
which, typically, contains many equally dominant configurations.

To illustrate the NTO and transition density real-space analysis we
consider an example. Figure 1 shows the dominant NTOs and the
coarse-grained transition densities for the first two excited states of a
PF oligomer with a keto defect in one of the extremes (Figure 1A). A

(75) Moran, A. M.; Kelley, A. M.; Tretiak, S.Chem. Phys. Lett.2003, 367,
293-307.

(76) Klamt, A.; Schuurmann, G.J. Chem. Soc., Perkin Trans. 21993, 5, 799-
805.

(77) Myers, A. B.; Mathies, R. A.; Tannor, D. J.; Heller, E. J.J. Chem. Phys.
1982, 77, 3857-3866.

(78) Karabunarliev, S.; Baumgarten, M.; Bittner, E. R.; Mullen, K.J. Chem.
Phys.2000, 113, 11372-11381.

(79) Martin, R. L.J. Chem. Phys.2003, 118, 4775-4777. (80) Amos, A. T.; Hall, G. G.Proc. R. Soc. London1961, A263, 483-493.
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detailed theoretical study of the electron-vibrational relaxation of
photoexcited polyfluorenes in the presence of chemical defects is given
in ref 39. The first excited state (I) is completely localized around the
carbonyl group as shown in the contour plot of the corresponding
transition density (Figure 1B′). Even though several MO pairs contribute
to this transition (the weight of the dominant MO pair is 0.64), state I
can be compactly represented by a single pair of NTOs (Figure 1B)
with weightλ ) 0.992. In close agreement with the transition density
contour plots, both “electron” and “hole” NTOs for state I are localized
around the carbonyl group. In contrast, state II corresponding to the
band gap1Bu excitation is delocalized along the pristine part of the
molecule with some participation of the unit with the keto defect (Figure
1C′). Many MO pairs contribute to the state II transition. However, it
can be decomposed into only two dominant pairs of NTOs localized
on the bulk chain and on the fluorenone unit (Figure 1C). We note
that NTOs only reflect changes in the electronic density upon
photoexcitation; the off-diagonal elements of the transition density,
associated with the photoinduced coherences, cannot be directly
represented in such orbital construct. However, they are closer in spirit
to the usual quantum-chemical orbital analysis upon which the
traditional chemical intuition is built. Subsequently, NTOs and two-
dimensional plots of the transition densities constitute complementary
real-space analysis to interpret changes in the electronic structure
induced by an optical excitation.

III. Results and Discussion

A. Photoexcited Dynamics of PFs.We start by investigating
the structural and spectroscopic differences of PF and LPPP

oligomers at absorption and emission (Figure 2). The corre-
sponding theoretical and experimental values for the transition
frequencies and oscillator strengths are presented in Table 1.
Hereafter we will refer to theR-type PF oligomer withn fluorene
units asR-PF(n), and in a similar fashion, theâ-type and LPPP
oligomers will be calledâ-PF(n) and LPPP(n), respectively. For
characterizing geometrical changes induced by photoexcitation
in the oligomers, we use dihedral angles and bond length
alternation parameters. Dihedral angles are defined as the
deviation from 180° of the torsional angle between the
neighboring fluorene units around the bond that connects them.
Small dihedral angles (i.e., planar structures) promote the
delocalization of theπ-electron system. Similarly, the bond
length alternation parameter provides a quantitative measure of
the homogeneity in the distribution ofπ electrons over the bonds
(Peierls distortion) by comparing the length of consecutive bonds
along the chain. An enhancement in the electronic delocalization
tends to equalize the bond lengths and thus reduces the bond
length alternation. Both parameters depend on the chemical
substituents, solvent effects, and other environmental factors.

The ground state ofR-PF(5) is not planar (Figure 2C). Steric
interactions between the neighboring fluorene units result in a
twisted configuration with an∼41° dihedral angle between
monomers, which agrees well with the experimental value of
∼36°.13 When going to the excited1Bu state,R-PF(5) acquires

Figure 1. Natural transition orbital (NTO) decomposition and two-dimensional real space analysis of the electronic transition densities from the ground
state to the first two excited states of the PF oligomer with a keto defect shown in part A. (B and C) Electron (e) and hole (h) NTOs with the highest
contributions to the electronic transition density matrices. The associated weights (eigenvaluesλ) for each NTO pair (from top to bottom) are 0.992, 0.510,
and 0.400. (B′ and C′) Contour plots of the transition density matrices corresponding to transitions to state I and II. The axes label atoms along the oligomer
in the numbering sequence shown in part A. Each plot depicts probabilities of an electron moving from one molecular position (horizontal axis) to another
(vertical axis) upon electronic excitation. The color code is given in the lower-right corner of the figure.
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a more planar conformation in the middle of the molecule
improvingπ conjugation between the three inner fluorene units
(Figure 2C).â-phase PF and LPPP remain planar when going
to the excited state. The bond length alternation in the ground
state geometry of all three oligomers is constant for equivalent
bonds along the chains, and noticeably reduced in the middle
of the molecule for the1Bu excited-state geometries. This
localized reduction of dihedral angles and bond length alterna-
tions is a characteristic signature of confinement of the excitation
by vibrational relaxation (exciton self-trapping45).

To connect these structural changes with the underlying
dynamics of electron-hole pairs, we use two-dimensional real-
space analysis of the transition densities (section II.B) computed
at the ground (absorption) and excited (fluorescence) state
geometries (Figure 2). In the three oligomers, the excitation
created by1Bu state absorption (Figure 2E-G) is delocalized
over the entire chain. InR-PF(5) the exciton size (off-diagonal
extendLc) is about 2 repeat units, while inâ-PF(5) and LPPP-
(5) it is slightly larger due to the greater extent ofπ conjugation
induced by their planar structures. Spectroscopically, this

Figure 2. (A) Schematic representation of the photoexcited dynamics.ΩA andΩF are vertical absorption and fluorescence transition energies, respectively;
Eg(q) andEe(q) represent the energy as a function of nuclear coordinatesq, displacements∆ and vibrational reorganization energyEV, for the ground and
excited states, respectively. (B) Structure of polyfluorene (PF) and planarized PPP-type ladder polymers. Variation of (C) dihedral angles and (D)bond
length alternation parameters (defined asd2 - (d1 + d3)/2 as shown in part B)) along the oligomer chain for the ground and excited-state relaxed geometries
in R- andâ-phase PF(5) and LPPP(5). TheX-axis labels consecutive monomers (half-integers correspond to the positions between monomers) as shown in
part B. The lower-right panel shows contour plots of the transition density matrices at the moment of absorption and emission. Parts E-G show transitions
from the ground-state equilibrium geometry to the lowest excited state and correspond to the vertical absorption. Parts E′-G′ represent the same quantities
as those in parts E-G but computed at the excited-state equilibrium geometries and correspond to the vertical fluorescence. The axes label repeat units (n)
in the oligomers. The color code is shown in Figure 1.

Table 1. Computed Vertical Absorption ΩA (Band Gap) and Fluorescence ΩF Transition Energies for R- and â-Phase PFs, LPPP, and γ
and Spiro-γ Oligomer Chainsa

calculations

INDO/S AM1 experiment

ΩA (eV) ΩF (eV) ΩA (eV) ΩF (eV) ΩA (eV) ΩF (eV)

R-PF(5) 3.25 (3.5) 2.94 (3.1) 2.90 (2.1) 2.63 (2.0) 3.2-3.3 2.98/2.80/2.60
â-PF(5) 3.01 (3.7) 2.78 (3.5) 2.72 (2.3) 2.51 (2.3) 3.22/3.04/2.85 2.81/2.65/2.49
LPPP(5) 2.90 (3.5) 2.68 (3.3) 2.62 (2.0) 2.42 (2.0) 3.12/2.95/2.75 2.71/2.55/2.39
γ 3.30 (2.6) 2.94 (2.5) 2.94 (1.6) 2.63 (1.6)
Spiro-γ(I) 3.27 (2.0) 2.91 (2.2) 2.93 (1.3) 2.61 (1.5)
Spiro-γ(II) 3.27 (2.7) 3.26 (2.4) 2.93 (1.7) 2.93 (1.5)

a States I and II in the Spiro-γ dimer correspond to the first two excited states. The associated oscillator strengths are given in parentheses. Experimental
values correspond to the vibrational peaks in the absorption/emission spectra reported in ref 13.
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enhancement of conjugation in theâ-phase with respect to the
glassy conformation is reflected as a 0.24 eV red shift in the
vertical absorption frequencies (Table 1). As mentioned above,
geometry relaxation along the excited-state energy surface self-
traps the exciton in the middle of the chain. At fluorescence
the diagonal sizeLd of the exciton decreases from 5 to∼3-3.5
and∼3.5-4 repeat units inR-PF(5) andâ-PF(5) (or LPPP(5)),
respectively (Figure 2E′-G′). The exciton self-traps deeper in
R-phase PF than inâ-phase and LPPP because the large dihedral
angles at the extremes of the oligomer in the glassy conformation
(Figure 2C) add up extra constrains to the mobility of the
excitation, whereas in the planar structures the exciton is only
trapped by a local reduction of the bond length alternation. In
the case ofR-PF(5), molecular relaxation also induces an
increase in the off-diagonal exciton size to∼2-2.5 repeat units
due to the enhancement in the local conjugation promoted by
planarization of the middle portion of the chain (Figure 2C).
This variation in the exciton size is not observed inâ-PF(5)
and LPPP(5) because their ground-state geometry is already
planar. The stronger confinement of the excitation induced by
torsional disorder inR-PF(5) is reflected, geometrically, as a
larger change in the bond lengths in the central monomer of
the chain (Table 2) and, spectroscopically, as a larger Stokes
shift (0.3 eV) compared to that ofâ-PF(5) and LPPP(5) (0.2
eV) (see Table 1).

Overall CEO/INDO/S calculated absorption and emission
transition energies show an excellent agreement with experiment
(Table 1). The CEO/AM1 approach also reproduces all the
experimental trends but with a consistent red shift of all
transition energies by∼0.3 eV. We note that the computed
absorption and emission spectra ofâ-phase PF and LPPP
oligomers are nearly identical; the only difference is a slight

red-shift of 0.1 eV for the absorption and emission properties
of LPPP with respect toâ-phase PF. These results clearly
support the hypothesis of a completely planar conformation for
theâ-phase PF that has been proposed based upon its spectro-
scopic similarities with LPPP.13

The confinement of the cold exciton in the middle of the
chain is reflected in the size-scaling behavior of the vertical
fluorescence energies and the associated oscillator strengths.81,82

As shown in Figure 3A, bothΩA andΩF scale roughly inversely
proportional to the system size (a characteristic feature of
conjugated polymers81) and saturate to a constant value in the
long-chain limit;R-PF(5),â-PF(5), and LPPP(5) already mimic
well the corresponding long-chain values. However, the fluo-
rescence saturates faster than the absorption because the relaxed
exciton compromises only a part of the oligomer while the hot
exciton is delocalized along the entire chain. This feature shows
itself in the behavior of the oscillators strengths (Figure 3B) as
a negative deviation from the linear scaling with system size
for the fluorescence as compared to the absorption. These
deviations are larger inR-phase PF because of the stronger self-
trapping of the excitation induced by torsional disorder. A
dramatic difference between absorption and emission oscillator
strengths can be observed in larger oligomers83 where the
emission from spatially confined photoexcitation does not
depend on the chain length.

The computed CEO/AM1 fluorescence spectra for the three
oligomers (upper panel in Figure 4) shows a strong vibronic

(81) Hutchison, G. R.; Zhao, Y. J.; Delley, B.; Freeman, A. J.; Ratner, M. A.;
Marks, T. J.Phys. ReV. B 2003, 68, 035204.

(82) Rant, U.; Scherf, U.; Rehahn, M.; Galda, P.; Bredas, J. L.; Zojer, E.Synth.
Met. 2002, 127, 241-245.

(83) Tretiak, S.; Saxena, A.; Martin, R. L.; Bishop, A. R.Proc. Natl. Acad. Sci.
U.S.A.2003, 100, 2185-2190.

Table 2. Geometrical Differences between the Ground and Excited State Relaxed Geometries Computed for the Central Fluorene Unit of
Different Oligomersa

oligomer R-PF(5) â-PF(5) LPPP(5) γ spiro-γ/chain 1 spiro-γ/chain 2

drms × 103 (Å) 3.80 3.50 3.48 4.14 0.06 4.31

a Changes are calculated as a root-mean-square deviation in the bond lengthsdrms ) [Σi)1
Nd (di

F - di
A)2]1/2/Nd where di

A(dF) are the bond lengths at
absorption (fluorescence) andNd ) 16 is the number of C-C bonds in the central monomer.

Figure 3. Energy gap scaling with molecular size. (A) Variation ofΩA and ΩF, and (B) their corresponding oscillator strengths (CEO/INDO) with the
number of repeat units inR- andâ-phase PF and in LPPP.
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progression which is characteristic for chains with extended
π-conjugation. The structure of the vibronic spectra for all three
oligomers has the following features: the 0-0 transition (band
I) is the strongest one in both theory and experiment. In addition
to homogeneous broadening, the observed broadening of the
band may be partially attributed to coupling of the emission to
low-frequency vibrational motions (∼100 cm-1) which cor-
respond to torsional and stretching normal modes.45 Band III
in R-PF(5) (II in â-PF(5) and LPPP(5)) is centered 0.21 eV
(∼1700 cm-1) to the red from the 0-0 transition, which
compares well with the experimental value of 0.18 eV, and
originates from the large Franck-Condon factors associated with
the bond length alternation vibrational modes (C-C bond
stretching, quinoidal motion of benzenes, etc.). Band III in
â-PF(5) and LPPP(5) (IV inR-PF(5)) is shifted to the red from
the 0-0 transition by∼0.42 eV (∼0.36 eV in experiment) and
is merely an overtone of the bond length alternation line. The
emissions ofâ-phase and LPPP oligomers compared to theR
conformation are shifted to the red by∼0.2 eV and∼0.3 eV,
respectively, which agree well with the experimental trends.13

Our computed spectra forR-phase PF exhibit a band (II) that is
not observed in experiments. It arises due to the coupling of
the emission to the normal modes corresponding to swinging
motions of vinyl C-H bonds. In experiments, possible solvent
interactions and solid-state packing may reduce this degree of
freedom and subsequently the magnitude of peak II. We note
that our computations are systematically shifted to the red by
∼0.3 eV with respect to the experimental values (Table 1)
because we are using an AM1 Hamiltonian to compute transition
frequencies. Also, due to the semiempirical approximation used
for the ground-state potential, our computations typically
overestimate the vibrational frequencies.

Figure 5 shows the free dynamics (i.e., usingb ) 0 in eq 5)
of R-PF(2) andR-PF(4) oligomers as monitored by geometric
and spectroscopic parameters for the first 5 ps after the initial
photoexcitation. During this highly nonlinear electron-vibrational
dynamics, we observe large scale oscillations in the dihedral
angles, the bond length alternation and, as a consequence, the

energy gap. The characteristic time scale in which the central
dihedral angle changes sign (“flips”) increases with the system
size being∼1.5 ps forR-PF(2) and∼4 ps for R-PF(4). As a
consequence, this “flipping” observed inR-PF(2) andR-PF(4)
is less common for larger oligomers. On the other hand, the
quasiperiod of oscillation of the bond length alternation (∼20
fs), determined by C-C stretching vibrational modes, is
independent of system size.

We argued before that a localized reduction in the bond length
alternation is a characteristic signature of exciton self-trapping.
This feature also appears during the free photoexcited dynamics
of R-PF(5) (not shown) where we observe that the exciton
diagonal size oscillates with an∼20 fs period; i.e., the exciton,
initially in a delocalized state, reduces its diagonal size to 3-3.5
repeat units after∼10 fs and returns to the initial delocalized
state (4-4.5 repeat units)∼10 fs later. This breathing motion,
in which the excitation localizes and delocalizes quasiperiodi-
cally, repeats itself during the entire dynamics.8,83,84 The
delocalization (localization) of the exciton always coincides with
a maximum (minimum) in the bond length alternation in the
central monomer, revealing the strong coupling between elec-
tronic and vibrational degrees of freedom in the photoexcited
dynamics.

B. Photoexcited Dynamics of Spiro-Linked PFs.In this
section, we investigate the effect of spiro-linking on the
absorption and fluorescence properties of PF oligomers. Spiro-
linking has been studied to preventπ-stacking between the
oligomer chains and thus to stabilize the optical properties of
PF materials. The spiro chain that we consider (Spiro-γ) consists
of two perpendicularR-PF chains joined by the sp3 carbon at
the central fluorene unit of each chain (Figure 6B). The parent
chain (γ) is a terfluorene oligomer with phenyl rings in the
extremes (Figure 6A).

Figure 6 shows geometric and spectroscopic features ofγ
and Spiro-γ at absorption and emission. The optical properties

(84) Phillpot, S. R.; Bishop, A. R.; Horovitz, B.Phys. ReV. B 1989, 40, 1839-
1855.

Figure 4. Computed fluorescence spectra (CEO/AM1) forR- andâ-phase PF, and LPPP (upper panel) andγ and Spiro-γ oligomers (lower panel). For
calculations we assumed an empirical line width of 0.03 eV. The respective experimental values are shown in Table 1.
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of the unlinked oligomerγ are very similar to that ofR-PF(5):
the hot exciton is completely delocalized along the chain and
self-traps itself after vibrational relaxation (Figure 6E-E′)
introducing a 0.36 eV Stokes shift in the vertical transition
energies (Table 1). The localization of the excitation is ac-
companied by a reduction of the bond length alternation and a
planarization of the molecule in the middle portion of the chain
(Figure 6C and D).

In the ground state, both chains in Spiro-γ have nearly
identical geometrical features and closely resemble theR-con-
formation of the parent chain: dihedral angles of∼41° between
fluorene units and constant bond length alternation for equivalent
bonds along the chain (Figure 6C and D). Upon initial
photoexcitation, the resulting excited state is completely delo-
calized between both chains forming a so-called Frenkel exciton.
As a result of the negligible coupling between the monomer
chains, the first two excited states (I and II) in the Spiro-γ dimer
are quasidegenerate being symmetric and antisymmetric com-
binations of the respective single-chain states (Davydov’s pair)
(Figure 6F and G). Their associated vertical absorption frequen-
cies ΩA are basically identical to those ofγ (Table 1).
Photoexcitation introduces a small coherence between the chains
as revealed by nonzero probability amplitude of simultaneously
finding an extra electron and a hole in the central fluorene unit
of chains 1 and 2, respectively, and vice versa. These appear as
nonvanishing off-diagonal elements in the transition densities
plots shown in Figure 6F and G. After exciting an electron to
the first excited state (Spiro-γ(I)) and subsequent relaxation into
the excited-state optimal geometry, we observe self-trapping of
the excitation on asinglechain (Figure 6F′). Structurally this

is reflected as a reduction in the bond length alternation and
the dihedral angles (Figure 6C and D) as well as strong changes
in the bond lengths of the central monomer of chain 2 (Table
2), whereas chain 1 remains basically unaltered by this process.
The resulting structure of chain 2 is essentially identical to the
excited-state geometry ofγ. These distinct changes in each of
the chains composing the Spiro-γ dimer lift the initial degen-
eracy of the first two excited states: we observe a Stokes shift
of 0.36 eV in Spiro-γ(I), equal to the one observed in the
unlinked oligomerγ, as opposed to Spiro-γ(II) for which ΩA

remains unchanged (Table 1); i.e., when the excitation associated
with the second excited-state confines itself to a single chain,
it does not exhibit self-trapping.

A natural transition orbital picture (section II.B) of these
phenomena is shown in Figure 7. Upon absorption, both an
electron and a hole created by a quantum of light are delocalized
along the two conjugated sections of the spiro-oligomer (upper
panel). The two NTOs with the greatest weight in the description
of this excitation (HOTOf LUTO and HOTO- 1 f LUTO
+ 1) simply differ by a phase factor reflecting the degeneracy
of the first excited state. The TOs to the second excited state
(Spiro-γ(II)) in the ground-state geometry are identical to the
ones of Spiro-γ(I). In agreement with the transition density
analysis (Figure 6), after vibrational relaxation both an electron
and a hole are localized on chain 2 for Spiro-γ(I) (middle panels)
and on chain 1 for Spiro-γ(II) (bottom panels). Thus, fluores-
cence comes from recombination of an exciton that is confined
on a single chain. Self-trapping of the excitation in Spiro-γ(I),
as opposed to Spiro-γ(II), is reflected in the weights of the
transition orbitals contributing to each excitation: the most

Figure 5. Photoexcited dynamics ofR-PF(2) (left) andR-PF(4) (right). The plot shows the variation of the dihedral angle, the bond length alternation, and
the CEO/AM1 band gap as a function of time. The bond length alternation parameter was measured in the central bond of the oligomers; the dihedral angles
are between neighboring fluorene units.
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localized single-particle transition (HOTOf LUTO) has a
stronger weight in Spiro-γ(I), while the opposite is true for the
more delocalized (HOTO- 1 f LUTO + 1) NTOs.

The fact that the original delocalized photoexcitation confines
itself on a single chain after vibrational relaxation makes the
emission properties of spiro-linked oligomers to be very similar
to the ones of their single-chain counterparts. This is evidenced
in the vertical fluorescence energies (Table 1) and in the
fluorescence spectra (lower panel in Figure 4):γ and Spiro-γ
have nearly identical fluorescence line shapes. However, Spiro-γ
compared toγ shows a small reduction of the intensities
associated with the 0-1, 0-2, and 0-3 transitions with respect
to the 0-0 band. The structure of the fluorescence spectrum of
the spiro-oligomer is the same as the one ofR-PF(5) (see
discussion in section III.A).

IV. Conclusions

The complex electronic structure of conjugated polymers is
reflected in a variety of photophysical phenomena that are
exploited in device applications. Modeling of these phenomena
constitutes a major theoretical challenge because both electronic
correlations (excitonic effects) and coupling to nuclear degrees
of freedom (polaronic effects) are essential. The photoexcited
dynamics and spectroscopic properties of plastic materials can
be characterized using the ESMD methodology described in
section II. This method follows adiabatic nuclear trajectories
along the molecular excited-state energy hypersurfaces and
allows us to obtain excited-state optimal geometries. Even
though it is based on a number of approximations (such as the
utilization of semiempirical Hamiltonian models and the Born-
Oppenheimer approximation), it captures the essential physics
of photoexcited “soft” materials with a reasonable compromise
between numerical accuracy and computational cost.

Figure 6. Structure of (A)γ-chain (R-PF(3) oligomer with phenyl rings at both ends) and (B) spiro-linkedγ dimer. Parts C and D show, respectively, the
variation of the dihedral angle and the bond length alternation (defined in Figure 2) along the chain at absorption and emission forγ and Spiro-γ. TheX-axis
labels consecutive units in the chain as shown in part A (half-integers correspond to the positions between units). Parts E-G show contour plots of the
transition density matrices from the ground state (optimal geometry) to the first (1Bu) excited state (second excited state in the case of part G) forγ and
Spiro-γ and correspond to the vertical absorption. Parts E′-G′ show the same quantities as those in parts E-G but at the vertical fluorescence. The axes
labels represent the individual atoms in the numbering sequence shown in part B. The color code is shown in Figure 1.

Figure 7. Dominant natural transition orbital pairs contributing to the first
two excited states (I and II) in Spiro-γ at absorption and emission. In each
plot, chain 2 (see Figure 6B) is at the top. The associated weights (λ) of
each NTO pair to the transition density are (from top to bottom) 0.27, 0.25
and 0.66, 0.16 and 0.52, 0.21. These plots constitute an orbital representation
of Figures 6F-F′ and 6G-G′.
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In this contribution we have investigated the absorption,
emission, and conformational dynamics of photoexcited PFs
oligomers of different lengths and in glassy (R), planar (â), and
spiro-linked conformations. Our results show that, during the
photoexcited dynamics, both slow (∼1 ps) and fast (∼20 fs)
nuclear motions couple to the electronic degrees of freedom,
inducing large scale oscillations in the energy gap and an exciton
breathing motion. In all oligomers considered, the absorption
is dominated by completely delocalized excitations, while
fluorescence comes from the recombination of self-trapped
excitons. The latter phenomenon induces negative deviations
in the usual linear scaling of the vertical fluorescence oscillator
strengths with the system size. Torsional disorder inR-phase
PFs causes a stronger confinement of the excitation at the
fluorescence event compared to the planar-type conformations,
since both dihedral angles and bond length alternations con-
tribute to this localization. Our computed vertical absorption
and emission frequencies as well as the fluorescence line shapes
reproduce closely the experimental trends. Our computations
show that the emission and absorption properties of spiro-linked
PFs are very similar to their single chain counterparts: the “hot”
exciton is delocalized along both chains forming a Frenkel-
type excitation, while the relaxed exciton is self-trapped on a
single chain preserving the emission properties of the parent

chain. Thus spiro-linking can be used to preventπ-stacking
without compromising the UV-visible properties of PFs.

Exciton self-trapping, the effect of torsional disorder, and the
localization of excitations in aggregates are all consequences
of the strong nonlinear coupling between electronic and
vibrational degrees of freedom during the evolution of photo-
excited states. We expect the set of phenomena exemplified by
the simulations presented herein to be of common appearance
in “soft” materials such as biomolecules, polymers, and proteins.
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